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Foreword

The ACS Symposium Series was first published in 1974 to provide a
mechanism for publishing symposia quickly in book form. The purpose of
the series is to publish timely, comprehensive books developed from the ACS
sponsored symposia based on current scientific research. Occasionally, books are
developed from symposia sponsored by other organizations when the topic is of
keen interest to the chemistry audience.

Before agreeing to publish a book, the proposed table of contents is reviewed
for appropriate and comprehensive coverage and for interest to the audience. Some
papers may be excluded to better focus the book; others may be added to provide
comprehensiveness. When appropriate, overview or introductory chapters are
added. Drafts of chapters are peer-reviewed prior to final acceptance or rejection,
and manuscripts are prepared in camera-ready format.

As a rule, only original research papers and original review papers are
included in the volumes. Verbatim reproductions of previous published papers
are not accepted.

ACS Books Department
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Preface

Life and cycling of inorganic and organic matter on earth is driven to a large
extent by electron transfer (i.e. redox) reactions. This makes understanding
aquatic redox processes essential to all aspects of biogeochemistry, from
remediation of legacy contamination problems, to sustaining environmental
health, to managing ecosystem services. Aquatic redox processes exert their
influence by driving metabolic processes, mobilization and sequestration of
metals, and transformation of organic and inorganic contaminants. Thus, aquatic
redox processes control the chemical speciation, bioavailability, toxicity, and
mobility of both natural and anthropogenic compounds.

Despite the breadth and centrality of aquatic redox chemistry in the
environmental sciences, there have been few attempts to provide a comprehensive
perspective on this topic. A unique opportunity to bring together a wide range of
the community of aquatic redox chemists arose from a symposium at the 239th
ACS National Meeting (21-25 March 2010 in San Francisco, CA) in honor of the
contributions of Donald L. Macalady. Throughout his career, Prof. Macalady
made influential contributions to many aspects of aquatic redox chemistry,
including inorganic, organic, and biogeochemical electron transfer processes in
natural waters and sediments.

The symposium—which was co-sponsored by the ACS Divisions of
Environmental Chemistry and Geochemistry—attracted a large number of
high-quality contributions from a diverse group of leading scientists (representing
environmental and aquatic chemistry, surface chemistry, electrochemistry,
photochemistry, theoretical chemistry, soil chemistry, geochemistry, geology,
microbiology, hydrology, limnology, and oceanography) and engineers
(environmental, civil, and chemical). At the symposium, the synergy between
these researchers was palpable, which led to the idea that a volume based on the
symposium would be timely and constructive.

The scope of this volume was planned to provide a comprehensive overview
of the state of the art in aquatic redox chemistry. Major areas of interest include
interactions between iron, natural organic matter (NOM), and contaminants
including metals, metalloids, and organic pollutants. The contributed chapters
were selected and edited to highlight recent developments in the field, but also
to introduce fundamental aspects and approaches of aquatic redox chemistry in
a systematic and didactic way. To this end, this volume should be effective as
teaching material for upper level students in environmental science or engineering,
as well as being a valuable resource for scientists and practitioners.

In the future, the frontiers in aquatic redox chemistry will be transformed
by increasingly interdisciplinary research efforts and emerging analytical
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methods. These developments should greatly improve our ability to characterize
the interrelated spatial and temporal dynamics that complicate the speciation
of reactants and mechanisms of electron transfer in natural and engineered
aqueous systems. Current knowledge gaps are particularly large with regard to
the mechanistic understanding of heterogencous electron transfer processes at
interfaces, especially those between water and minerals or bacteria. Thus, for the
foreseeable future, aquatic redox chemistry will continue to be a dynamic and
challenging field of research.

The editors gratefully acknowledge all those who contributed to the planning
and implementation of this volume and the symposium on which it was based.
We are particularly indebted to the authors and reviewers of each chapter, all of
whom fulfilled their roles with very high standards. We also thank the attendees of
the symposium for their numerous comments and thought provoking suggestions,
which helped to shape the final outcome. Finally, we thank the staff of the ACS
Division of Environmental Chemistry, Division of Geochemistry, and Books
Department who contributed the symposium and book.

Stefan B. Haderlein

Center for Applied Geosciences
Eberhard-Karls Universitdt Tiibingen
D-72076, Tiibingen

+49 7071 2973148 (telephone)

+49 7071 5059 (fax)
haderlein@uni-tuebingen.de (e-mail)

Timothy J. Grundl

Geosciences Department

University of Wisconsin—Milwaukee
Milwaukee, WI 53201

(414) 229-4765 (telephone)

(414) 229-5452 (fax)
grundl@uwm.edu (e-mail)

Paul G. Tratnyek

Division of Environmental and Biomolecular Systems
Oregon Health & Science University

20000 NW Walker Road

Beaverton, OR 97006

(503) 748-1023 (telephone)

(503) 748-1464 (fax)

tratnyek@ebs.ogi.edu (e-mail)

xii
In Aquatic Redox Chemistry; Tratnyek, P., et al.;
ACS Symposium Series; American Chemical Society: Washmgton DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2, 2011 | doi: 10.1021/bk-2011-1071.ch001

Chapter 1

Introduction to Aquatic Redox Chemistry

Timothy J. Grundl,l,* Stefan Haderlein,2 James T. Nurmi,3
and Paul G. Tratnyek3

1Geosciences Department and School of Freshwater Sciences, University of
Wisconsin-Milwaukee, Milwaukee, WI 53201
2Center for Applied Geosciences, Eberhard-Karls Universitit Tiibingen,
D-72076, Tiibingen
3Division of Environmental and Biomolecular Systems, Oregon Health &
Science University, Beaverton, OR 97006
*grundl@uwm.edu

Oxidation-reduction (redox) reactions are among the most
important and interesting chemical reactions that occur in
aquatic environmental systems, including soils, sediments,
aquifers, rivers, lakes, and water treatment systems. Redox
reactions are central to major element cycling, to many sorption
processes, to trace element mobility and toxicity, to most
remediation schemes, and to life itself. Over the past 20 years, a
great deal of research has been done in pursuit of process-level
understanding aquatic redox chemistry, but the field is only
beginning to converge around a unified body of knowledge.
This chapter provides a very broad overview of the state of this
convergence, including clarification of key terminology, some
relatively novel examples of core thermodynamic concepts
(involving redox ladders and Eh-pH diagrams), and some
historical perspective on the persistent challenges of how to
characterize redox intensity and capacity of real, complex,
environmental materials. Finally, the chapter attempts to
encourage further convergence among the many facets of
aquatic redox chemistry by briefly reviewing major themes in
this volume and several past volumes that overlap partially with
this scope.

© 2011 American Chemical Society
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Definitions and Scope

Historically, the terms oxidation and reduction arose from experimental
observations: oxidation reactions consumed O by incorporating O into products
and reduction reactions reduced the mass or volume of products by expelling O
(). Chlorine substitution is equivalent to oxygen in this context, so chlorination
is oxidation and dechlorination is reduction. A similarly empirical definition of
reduction is that it usually involves incorporation of hydrogen, and, therefore,
oxidation can be regarded as dehydrogenation (e.g., dehydrogenase enzymes
catalyze oxidation).

More rigorously, oxidation-reduction (redox) reactions are commonly
understood to occur by the exchange of electrons between reacting chemical
species. Electrons are lost (or donated) in oxidation, and gained (or accepted) in
reduction. Oxidation of a species is caused by an oxidizing agent (or oxidant),
which accepts electrons (and is thereby reduced). Similarly, reduction results
from reaction with a reducing agent (or reductant), which donates electrons (and
is oxidized).

These definitions are adequate for most purposes, but not all. Just as acid-
base concepts have proton-specific definitions (the Bronsted model) and more
general definitions (e.g., the Lewis model), redox concepts can be extended from
electron transfer specific definitions to more general definitions that are based on
electron density of chemical species ((2), and references cited therein). The latter
allows for redox reactions that occur by atom-transfer as well as electron transfer
mechanisms. While often ignored, the role of atom-transfer mechanisms can be
important, particularly in redox reactions involving organic compounds.

Redox reactions, defined inclusiv, are central to many priority and emerging
areas of research in the aquatic sciences. This scope includes all aspects
of the aquatic sciences: not just those involving the hydrosphere, but also
aquatic (i.e., aqueous) aspects of environmental processes in the atmosphere,
lithosphere, biosphere, etc. (3). As a field of study, aquatic redox chemistry
also has multidisciplinary roots (spanning mineralogy to microbiology) and
interdisciplinary applications (e.g., in removal of contaminants from water,
sediment, or soil). Despite its cross-cutting appeal, however, very little prior work
has used aquatic redox chemistry as a niche-defining theme. The main exception
to this appears to be several publications by Donald Macalady (e.g, (4)), which is
convenient and appropriate—and not entirely coincidental—given the origins of
this volume (see Preface).

Core Concepts

Any redox reaction can be formulated as the sum of half-reactions for
oxidation of the reductant and reduction of the oxidant. The overall free energy
of a redox reaction is determined by the contributing half-reactions, and the free
energy of each half-reaction depends on the reactants, products, and solution
conditions. At a common set of standard conditions, the free energies—or
corresponding redox potentials—can be used to compare the relative strength of
oxidants and reductants and thereby determine the thermodynamic favorability of
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the overall reaction between any particular combination of half-reactions. This
type of analysis is well suited for a variety of graphical representations, the two
most common of which are redox ladders and Eh-pH (or Pourbaix) diagrams.
The fundamentals of constructing these diagrams are presented in numerous texts
on aquatic chemistry (3, 5, 6), geochemistry (7, §), and other fields (9). Some
new data that could be used in constructing such diagrams are given in Chapters
2, 3 and 4 of this volume.

Figure 1 is a redox ladder that summarizes a diverse range of redox couples
that are significant in aquatic redox chemistry. The top of the figure is bounded by
several strong oxidants (e.g., hypochlorite, monochloramine, and ozone) that are
capable of oxidizing essentially any compound found in aquatic environments.
Similarly, the bottom of the figure is bounded by strong reductants (zerovalent
metals) that are capable of reducing essentially any compound found in aquatic
environments. These oxidants and reductants fall outside the stability field of
water, so they are not persistent natural species, but they often form the basis of
engineered water treatment systems. Hypochlorite and other strong chlorine-based
oxidants are discussed in Chapters 2 and 11 of this volume, and zerovalent metals
such as iron and zinc are discussed in Chapter 18.

The first column of Fig. 1 is devoted to the redox couples that form the
major terminal electron accepting processes (TEAPs) of microbial metabolism.
The overall redox conditions of most aquatic system are ultimately determined by
these TEAPs. The TEAP that provides the most energy recovery (those at the top
of the redox ladder) favors the types of microorganisms that utilize that process.
As the most favorable electron acceptor is depleted, the next TEAP on the redox
ladder becomes most favorable. This process can result in sequential progression
(in space or time) from TEAPs higher on the redox ladder to those below. This
basic understanding of TEAPs and their effect on aquatic redox chemistry is well
established, but a detailed understanding of the fundamental controls on these
processes is still emerging, as discussed in Chapter 4 of this volume.

Once environmental conditions are established, however, many important
redox reactions proceed without further mediation by organisms. These reactions
are considered to be abiotic when it is no longer practical (or possible) to
link them to any particular biological activity (4, /0). Thus, many of the
half-reactions represented in the 2nd-6th columns in Fig. 1 can be more or
less a/biotic—depending on conditions—and the overall favorability of these
processes is not necessarily affected by microbiological mediation (i.e., the redox
ladder applies either way). However, systems where biotic and abiotic controls
on contaminant fate are closely coupled currently are frontier areas of research
(e.g., Chapters 19-24).

The 2nd-6th columns in Fig. 1 arranged so they represent families of major
redox active species in order from relatively oxidized (and oxidizing) to relatively
reduced (and reducing). Thus, the second column includes the reactive oxygen
species that arise mostly by photochemical processes in natural waters. The
chemistry of some of these processes is described in Chapters 8 and 9. Other
oxidants that arise mainly in water treatment processes are not shown because
they plot above the scale used in the figure, but two are discussed in later:
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Figure 1. Redox ladder summarizing representative redox couples for six
categories of species that are important in aquatic chemistry. The potentials
shown are for environmental aquatic conditions (pH 7, most other solutes at 1
mM). TEAPs are terminal electron accepting processes that define regimes of
microbial metabolism. For the organic contaminant category, the upper group
of potentials (ved symbols) shows multi-electron couples to stable species and
the lower set (green symbols) are reduction potentials for the first electron
transfer. The chlorinated aliphatic organic contaminants are given by their usual
abbreviations, nitro aromatics include nitrobenzene (NB), 4-chloro-nitrobenzene
(4CINB), and 2,4, 6-trinitrotoluene (TNT). AzB is azobenzene and AN is aniline.
The electron shuttle category includes model quinones (only oxidized forms
listed), anthraquinone disulfonate (AQDS) and anthraquinone carboxylic acid
(AQCA). The two values for natural organic matter (NOM) are described in
Chapter 7. In the last column, GR-1 refers to carbonate substituted green rust.
Data for the this figure were obtained from Chapters 2, 3, and 22 in this volume
and a variety of other sources, especially (7, 9, 11, 12).

hydroxyl radical (from photoactivation with TiO,, Chapter 10) and sulfate radical
(from persulfate, Chapter 12).

The 3rd and 4t columns of Fig. 1 are major classes of redox-active
contaminants: the metal oxyanions, chlorinated aliphatic hydrocarbons (CACs),
and nitro aromatic compounds (NACs). For the metal oxyanions, the oxidized
form is the most mobile and toxic, and reduction results in sequestration of
insoluble products and lower risk (see Chapters 21, 22); for CACs and NACs,
reduction of these compounds may produce more or less toxic end products
depending on the latter steps of reaction (see Chapters 19, 20, 23, 24). In the
column for organic contaminants, another important distinction is illustrated
between the overall reduction potentials (upper, red symbols) and first electron
potentials (lower, green symbols). The overall reduction potentials are always

4
In Aquatic Redox Chemistry; Tratnyek, P., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2, 2011 | doi: 10.1021/bk-2011-1071.ch001

highly favorable, but the first electron transfer is much less favorable and this step
is usually rate determining.

The last two columns in Fig. 1 show organic electron transfer mediators
(shuttles), especially those that might be associated with natural organic matter
(NOM), and some of the many redox couples involving species of iron. These
two groups can be regarded as bulk electron donors, or as mediators of electron
transfer from other bulk donors. The role of electron shuttles is discussed further
below, and in several other chapters in this volume, especially Chapter 6.

A major limitation of redox ladders such as the one shown in Fig. 1 is that
all the potentials are shown for a common set of conditions, usually “standard”
environmental conditions. The most important of these conditions is pH, which
strongly effects the redox reactions of some species. These effects are represented
by Eh-pH (or pe-pH, or Pourbaix) diagrams, such as the example shown in Fig. 2.
On top of the familiar stability fields for iron, Fig. 2 shows the—perhaps not so
familiar—stability fields for an organic compound: e.g., model quinone, juglone.
This combination shows that the oxidized forms of juglone (QH and Q-) will be
reduced by any Fell species above pH 5, with the most common product being the
partially deprotonated hydroquinone (QH>") over the range of most relevant pH’s;
whereas juglone is stable in the presence of Fell at pH below 5.

1.0 |
3+
Fe . 15

ot
3
|

E (Volts vs. SHE)
|

-0.5

Figure 2. Comparison of the Eh-pH stability diagrams for juglone (a model
quinone and organic electron shuttle, QH) vs. iron (as a bulk electron donor).
Thermodynamic data for juglone obtained from (1). Total aqueous iron
concentration assumed to be 106 M.
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Applied Concepts

The core concepts highlighted in the preceding section are powerful heuristics
for understanding, and teaching, aquatic redox chemistry. But, as is often the case
with such heuristics, they are simplifications that can obscure complicating factors
that sometimes dominate real-world behavior. In particular, the concept of Eh (or
pe) as a “master” variable, which—along with pH—defines the “reaction space”
of aquatic systems, has proven to be so attractive that the many limitations to this
concept tend to be neglected. This issue must be addressed when attempting to
relate the relatively-unambiguous thermodynamic analysis of well-defined half-
reactions (illustrated in the section above) to experimentally observable indicators
of redox conditions, such as electrode potential measurements (this section).

A fundamental reason for complexity in assessing the redox conditions
of aquatic systems is that most aqueous redox reactions in such systems are
kinetically limited and therefore not in equilibrium with each other. Under these
circumstances, potential measurements made with an inert electrode (e.g., Pt)
are mixed potentials in which each redox couple in contact with the electrode
exchanges electrons independently and the electrode response is the sum of anodic
(reductive) and cathodic (oxidative) currents, each weighted by the corresponding
exchange current density (a measure of the sensitivity of the electrode to particular
species). This mixed potential does not necessarily reflect equilibrium among the
couples or between the electrode and any particular couple, so the relationship
between mixed potentials measured on complex environmental samples and
specific redox active species in the sample is not well defined. The theoretical
and practical difficulties with interpretation of direct potentiometry as a means
to define the redox intensity of aquatic systems was a major issue in the early
literature on aquatic redox chemistry (/3—18).

Despite these complications, there is a general correspondence between Eh
(both the theoretical thermodynamic quantity and the measured mixed potential)
and qualitative characterizations of redox conditions, such as the concentration
of key indicator species like oxygen, sulfide, or carbon (/9), and hydrogen
(20). Taken together, these criteria can be used to locate various types of
environmental waters on an Eh-pH diagram, as shown in Fig. 3. The labels
for types of environmental waters are positioned in Fig. 3 based on entirely
qualitative considerations (and “ideal” behavior), but the light gray points show
the distribution of measured data on water samples ranging from highly aerobic
to transitional systems to highly anaerobic conditions.

Like redox intensity (potential) measurement, characterization of redox
capacity (e.g., “poising”, the redox capacity property analogous to buffer capacity
with respect to pH (25, 26)) is also ambiguous for natural systems. In principle,
oxidative capacity should be the stoichiometric sum of all oxidants present minus
the sum or reductants present (27, 28), but the lack of equilibrium between the key
redox active species means that redox capacity is, at best, a conditional property
strongly dependent on the operational conditions used in its determination. For
example, it has been proposed that redox capacity be determined by titrating
(reducing) samples with dissolved oxygen, and the changes in Eh measured with
a Pt electrode be used to quantify its capacity with respect to S(I), Fe(Il), etc.

6
In Aquatic Redox Chemistry; Tratnyek, P., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2, 2011 | doi: 10.1021/bk-2011-1071.ch001

(29). Of course, using stronger oxidants (than O, e.g., permanganate) or longer
(or shorter) contact times will result in different amounts of oxidant consumption
and therefore different indications of oxidant capacity.

1.0
— 15
Acid Mine
Rain,
Streams L 10
o 05 Aerobic Systems|i;Ocean
- Normal Soils -
(7)) Bog Waters Saline — 5
» Groundwater
- E
2 o Anaerobic Systems -0
o YV
> Water-Logged Soils
N
L Euxinic Marine 5
Organic-Rich
Saline
-0.5 — L _10
l I ’ I ' I ! [ : I J [ T I
0 2 4 6 8 10 12 14

pH

Figure 3. Eh-pH diagram showing approximate regions of typical environmental
systems superimposed on the stability fields for iron and juglone from Fig. 2.
Labels for representative types of environmental waters are adapted from the

figures in various sources (7, 21-23). Light gray data points in the background
are measured Eh data, adapted from the classic figure by Baas-Becking (24).

Diverse Perspectives

The concepts of aquatic redox chemistry (such as those summarized above)
play such a central role in many aspects of environmental science that they are
prominent in several previous monographs on other aspects of aquatic science.
An early example of this is an ACS Advances in Chemistry Series volume on
interfacial and interspecies aspects of aquatic chemistry (30), which contains
chapters dealing with the development of redox zones, specific redox reactions
within large water bodies, photochemically driven reductive dissolution of iron
oxides, and reduction of halocarbon compounds is discussed especially when
mediated by NOM. Another, similarly-relevant monograph (3/) covers numerous
topics that are pertinent to aquatic redox chemistry including reactivity of NOM
and microbially mediated contaminant degradation. NOM mediation is an
important mechanism and is a prominent theme in the current volume.
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The theme of heterogeneous electron transfer is explored in some detail in
an ACS Symposium Series volume focused on interfacial reactions (32). The
scope of this work includes mineral oxidation, mineral reduction, and the effects
of surface layers on the reacting minerals; the ability of ferric oxides to not only
exchange structural electrons, but to also mediate electron exchange from surface
bound Fe!l; and NOM mediation of redox reactions by algal exudates that have
been photochemically activated.

The usefulness of electrochemical techniques, including amperometric,
potentiometric and voltammetric techniques, for the direct determination of redox
speciation and elemental cycling in general is highlighted in (33). This topic is
extended in the current volume (Chapters 7 and 13 in this volume). These authors
show that when applied carefully, voltammetric methods are particularly useful
in deciphering redox mechanisms.

A recent special issue of the journal Environmental Science and Technology
(Vol. 44, No. 1, 2010) on biogeochemical redox processes is a particularly
germane compendium of environmental redox processes as they apply to the
fate of contaminants, primarily involving inorganics. Both abiotic and biotically
driven electron transfer between solution and a variety of mineral phases and
the resultant mobilization of contaminants is explored in great detail ((34), and
references cited therein). The role of real world complexities and the relative
importance of physical limitations (diffusion limited mass transport, sediment
heterogeneity, seasonal variability) versus chemical limitations (reaction kinetics,
dynamics of microbial consortia) are long recognized questions that are beginning
to be addressed by contributions to this compendium. New advances in both
electrode based (35-37) and spectroscopic techniques for the measurement of
redox rates and processes are also described.

Signs of Convergence

Although the literature on the diverse range of aspects of aquatic redox
chemistry has grown greatly in quantity and sophistication over the last 20 years,
there is no single volume focused on aquatic redox chemistry. The centrality of
redox to much of environmental chemistry means that contributions to this field
have come from a wide range of disciplines, but there has been little convergence
between the contributions of these disciplines. The goal of this volume is to
provide a compilation of papers that, together, define the scope and fundamental
concepts of the field of aquatic redox chemistry together with a selection of the
most significant new research developments.

One common theme that is shared by many chapters in this volume is that
redox reactions can be facilitated by sequences of coupled electron transfer
reactions—herein referred to electron transfer systems (ETS)—where the
intermediate species serve as mediators or shuttles for the process. Broadly
defined, the general ETS model includes electron exchange between solids and
aqueous phases (38) via external electron mediators (39) via atom exchange in
solid phases (40), or outer membrane enzymatic “nanowires” (41, 42).
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The ETS model is illustrated in Fig. 4. Starting in the upper left of the
diagram, electrons are transferred from donor species to acceptor species through
a mediator species, with the overall path represented by the curved red arrow.
The narrow black arrows indicate the step-wise electron exchanges as they are
commonly shown in electron shuttle/mediator schemes (e.g., Fig. 1 in Chapter
6). As reactions proceed, the net flow of electrons is from upper left to lower
right (i.e., “downhill”) along the curved red arrow. (Note that the Y-axis of
Fig. 4 presents negative potentials at the top and positive potentials at the
bottom, which is opposite the usual arrangement in redox ladders and Eh-pH
diagrams). Individual electron transfers occur at interfaces (represented by the
diagonal dashed lines), which can be physical boundaries (such as between two
distinct layers of sediment, a mineral-water interface, or the outer wall of a cell
membrane), or can be conceptual boundaries (where the donor, mediator and
acceptor species are in the same phase).

Electron
Donor

©
=
5 Mediator
"5 (Shuttle)
[a
Electron
Acceptor
+

Reaction

Figure 4. General representation of a 3-cell electron transfer system (ETS).
The reaction coordinate can also represent time or space. Contacts between
the cells (dashed lines) can be pairs of reactants in the same medium or
physical interfaces. Physical separation of the cells may be necessary to avoid
short-circuiting, especially for ETS with more than 3 cells.

Mediation is not constrained to the direct transfer from donor through
mediator to acceptor but is free to make use of a variety of physiochemical
processes including the intervalence band electron delocalization or
semiconducting properties of mineral lattices, coupling among redox active
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moieties in NOM, or the rapid photolytic regeneration of reactive oxidants.
Interfaces are viewed broadly and vary widely from one ETS to another.
Interfaces range from the surface of a molecule in the case of a dissolved mediator
to an entire mineral grain in the case of semiconducting minerals. Depending on
the ETS, interfaces remain active by continuous replenishment of donor species;
by successful removal of reaction products (acceptor species); avoidance of
surface passivation; activation/inhibition by adsorbed ligands or maintenance of
an appropriate microbial consortia. Interfaces of larger scale are also applicable
in this context: e.g. aquitard/aquifer boundaries where aquitards act as a source
of electrons to adjacent aquifers or to sediments with sequential TEAP zones
allow the ETS paradigm to be extended to field scale processes.

Volume Organization

The volume is organized into four sections. Chapters 2 through 7 deal
with the core aspects of aquatic redox chemistry including recent advances in
theoretical understanding of these inherently disequilibrium processes and an
in-depth treatment of the redox behavior of NOM. The second section considers
the formation of a variety of reactive oxygen species (Chapters 8 through 10) and
finishes with a look at reactions driven by two specific oxidants, chlorine and
sulfate radicals (Chapters 11 and 12). An equivalent treatment of environmental
reductants (Chapters 13 through 18) followed by an elucidation of specific
reduction reactions (Chapters 19 through 23) constitutes the third section. The
final section (Chapters 24 through 26) contains in-the-field studies that describe
the primary redox processes at play in natural systems.

Several themes are common to multiple chapters in this volume, the most
apparent of which is the complicated, subtle manner in which electrons move
within the environment. This supports the need to develop a fundamental, process-
level understanding of the reactions in question. Highly specific and complicated
redox chemistry is found within any system of related redox reactions and the
redox activity within the iron system is one clear example.

The reductive activity of Fe!l in solution depends strongly on Fe-ligand
complexing. The ligand involved either stabilizes the original Fell reactant or the
resulting Fe!ll product with the resultant inhibition or enhancement of reaction rate
(Chapter 14 this volume). Similarly, Fell-ligand enhancement of reaction rates
allows the Fenton reaction to operate at environmentally relevant pHs in natural
systems that contain organic ligands (Chapter 9 this volume). NOM coatings
can either inhibit or enhance the reactivity of nano-sized ZVI (Chapter 18 this
volume). In this case the inhibition is due to the formation of a semi-permeable
passivating layer and enhancement is due to coatings containing reactive moieties
that act as electron shuttles. In iron-rich clays the reversibility and extent of
reactivity of is a function of many variables including the location of the iron
center within the mineral lattice, the ability of the lattice to accommodate the
charge imbalance induced by either the oxidation or reduction of iron, electron
delocalization through Fell-O-Fell intervalence electron transfer and the nature of
the reductant (Chapter 17 this volume). Oxidation of dissolved Fell at the surface
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of solid ferric oxides is extremely complex because of the semi-conducting nature
of these mineral phases. Electrons released by Fell oxidation either become
delocalized within the oxide lattice or trapped in a lattice defect (Chapter 15 this
volume). Delocalized electrons are free to move within the lattice and become
involved in ancillary reduction reactions with other oxidants in solution or to
leave the lattice entirely as desorbed Fell (Chapter 15 this volume).

It is important to recognize that the need for a process-level understanding is
not limited to the specifics of a given electron transfer reaction but also extends
to external constraints affecting the progress of the reaction. External constraints
include field-scale effects such as mass transfer limitations and heterogeneity
in both the flow regime and the reactivity that cause competition between the
residence time and the characteristic reaction time of solutes within a moving
parcel of water (Chapters 21 and 25 this volume) or between aquifer and aquitard
(Chapter 26 this volume). Whether the reaction is driven biotically or abiotically
will affect the rates of reaction directly (Chapter 23 this volume) or in the case
of smectite reduction, completely change the mechanism of electron transfer
(Chapter 17 this volume). Obviously the microbial consortia that drive biotic
processes are subject to electron donor/acceptor and nutrient availability as well
as to the buildup of metabolic waste products. Chapter 4 (this volume) presents
the concept of measured energy thresholds that are related to the energy ideally
conserved by microbial ATP synthesis to determine if the microbes are limited by
thermodynamic constraints or by mass transfer constraints.

A second theme that becomes apparent is that much of this process-level
understanding of electron flow is due to advances in analytical techniques. Some
are clever variants of established techniques and some are truly new. Variants of
older techniques include the use of voltammetry at mercury electrodes for the
detection of FeS nanoparticles (Chapter 13 this volume) or complex waveforms
with microelectrdes for study of NOM (Chapter 7 this volume); and the use
of probe compounds (Chapters 17, 19 and 24 this volume). New analytical
techniques that are proving useful include the use of redox driven isotopic
fractionation via compound specific isotope analysis (CSIA) (Chapters 16 and
17 this volume). The isotope specificity of Mossbauer spectroscopy has been a
powerful tool in the understanding of redox behavior of ferric oxides (Chapter 15
this volume)

Closing

This volume summarizes the maturing understanding of redox processes in
the environment on the part of researchers in the field. Long standing gaps in
our knowledge are falling in the face of advances in analytical techniques and
the attendant process-level understanding of electron flow. We hope that as the
reader progresses through this volume these new conceptualizations of electron
flow and redox processes in general will stimulate new avenues of research in this
fascinating and important field.
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Chapter 2

Thermodynamic Redox Calculations for
One and Two Electron Transfer Steps:
Implications for Halide Oxidation and Halogen
Environmental Cycling

George W. Luther, IIT*

School of Marine Science and Policy, University of Delaware, Lewes,
DE 19958, U.S.A.
“luther@udel.edu

In oxygenated waters, chloride and bromide are the
thermodynamically stable halogen species that exist whereas
iodate, the thermodynamically stable form of iodine, and iodide
can co-exist. The stability and oxidation of halides in the
environment is related to the unfavorable thermodynamics
for the first electron transfer with oxygen to form X- atoms.
However, reactive oxygen species (ROS) such as 10,2, H,O»
and O3 can oxidize the halides to X, and perhaps HOX in
two electron transfer processes; these reactions become less
favorable with increasing pH. Fe(Ill) and Mn(IILIV) solid
phases can oxidize halides with similar patterns as ROS.
The ease of oxidation increases from Cl- < Br- <I.. X; can
also form HOX in water, and both halogen species can react
with natural organic matter with formation of organo-halogen
(R-X) compounds. During the treatment of drinking water,
unwanted R-X disinfectant byproducts can form when the
oxidant is not capable of quantitatively converting iodide to
iodate. Natural and anthropogenic volatile R-X compounds are
photochemically active and lead to X- atoms in the atmosphere
which undergo reaction with O3 via an O atom transfer step
(two electron transfer step) resulting in O3 destruction. In the
case of iodine, iodine oxide species form aerosol nanoparticles
leading to cloud condensation nuclei.
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Introduction

To understand redox transformations in the environment, thermodynamic
calculations from experimental aqueous redox potential or free energy data are
used to describe reactions in which one or more of the reactants undergo an
electron transfer of many electrons (n>2) from most reduced to most oxidized
chemical species (e.g., (1)) as in the oxidation of hydrogen sulfide to sulfate.
However, reactions proceed in several discrete one or two electron transfer
steps along the entire reaction coordinate or pathway of 8 electrons as in the
oxidation of sulfide to sulfate. In a previous paper (2), the thermodynamics of
several multi-step reactions were shown to have a thermodynamic barrier when
a sequence of one and/or two electron transfer reactions along the entire reaction
pathway were considered. Thermodynamic calculations were performed over all
pH for reactions between the elemental cycles of C, N, O, S, Fe, Mn and Cu using
common environmental oxidants and reductants. The transformations included
(i) the oxidation of Fe?* and Mn2* by O,, reactive oxygen species (ROS) and
NOx species to Fe(Ill) and Mn(IIL,IV) solid phases, (ii) the oxidation of NH4*
to N2 and N>O by oxygen species as well as Fe(Ill) and Mn(IILLIV) solid phases
and (iii) the reduction of Fe(Ill) and Mn(III,IV) solid phases by H,S to Fe2" and
Mn2*. The calculations showed that the one-electron reaction of H>S or HS- with
O, was unfavorable over all pH, but the two electron transfer was favorable. The
reason is due to the unlikely formation of HS- and O;-© (superoxide) versus the
formation of S(0) and H>O; as products for the one versus two electron transfer,
respectively. The pH dependence on the kinetics of Mn(II) and Fe(II) oxidation
was also shown to be related to the first electron transfer step and O»-- formation.

In this paper, the same thermodynamic principles are used to show the
stability or reactivity of Cl, Br- and I- to oxidation in the environment by
oxygen and ROS species, (oxy)hydroxides of Fe(Ill) and Mn(III,IV) and NOX
species. Possible initial products of halide oxidation are the halide radical (X-,
an one electron transfer) or dihalogens (X»; a two electron transfer), which can
react with water or hydroxide to form hypohalous species (e.g., HOX or OX-).
HOX species can also form directly on halide oxidation in two electron transfer
processes involving O atom transfer. Soluble HOX can react with organic matter
to form R-X compounds (3, 4) as HOX is a source of positive halogen (HO- X*)
whereas gaseous HOX leads to radicals (HO- + -X). The formation of volatile
and non-volatile R-X compounds can occur in waters and sediments. In addition,
R-X compounds (more recently R-I) form in drinking water that is treated with
chloro-amine (5) and manganese dioxide (6) rather than bleach alone which
oxidizes iodide directly to iodate. Because halides are good leaving groups in
many carbon compounds, they can be displaced by each other (e.g., normally CI-
displaces Br- which displaces I-) or other nucleophiles such as HS-. This leads
to toxic organic compounds including toxic disinfectant byproducts in drinking
water.

For aqueous I-, the continued inorganic oxidation reaction of HOI or its
disproportionation leads to 103~ (7, 8), the thermodynamically favored form in the
environment, whereas Cl- and Br- are the only thermodynamically favored forms
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in solution (9). The organic and inorganic HOI reactions permit a buildup of I-
even in fully oxygenated natural waters (0, 11).

In the atmosphere, X- forms from the photochemical decomposition of C-
X bonds in volatile organic compounds (/2). The resulting X- undergoes many
reactions with ROS and in the case of iodine leads to IO- and eventual aerosol or
nanoparticle formation (/3).

In this chapter, experimentally derived aqueous thermodynamic data are used
for all calculations. In chapter 2 of this volume, Bylaska et al (/4) demonstrate
how one-electron potentials can be obtained from theoretical calculations when
experimental data are not readily available.

Methods
Calculating Aqueous Redox Potentials from Half-Reactions

Aqueous thermodynamic data used (at 25 0C and 1 atm) are from Stumm
and Morgan (/5), Bard et al (/6) and Stanbury (/7), who tabulated reduction
potentials for aqueous inorganic free radicals. The value used for the Gibbs free
energy for Fe* (-90.53 kJ/mole) is that discussed in Rickard and Luther (/§).
Values of the free energy for IO,H and 10, are from Schmitz (/9). The basic
mathematical approach has been fully developed in standard textbooks and used
in previous publications (2, 20). First, a reduction half-reaction for each redox
couple is written as for the case of aqueous oxygen reduction to water in eqn. la.
From the known Gibbs free energies or standard redox potentials, a pe® (=log K) is
calculated at the standard state conditions for each half-reaction (eqns. 1b and 1c),
which is normalized to a one electron reaction. For example, eqn. 1a is normalized
to become eqn. 1d.

Oxag + 4 H' + 4e¢ — 2H,0 (1a)
16.32 0 0 2(-237.18) AG (kJ/mol)

The standard state AGe for the reaction = - 490.68 kJ / 2 mole H,O or 4 mole of
electrons. The equilibrium constant (K%%) is given in eqn. 1b where {} indicates
activity for each chemical species and the activity of H,O is defined as 1. Log
K9 = AGO / [(-2.303)RT ] = 85.96 for 4 mole of electrons or 21.49 for 1 mole of
electrons where

K% = {H,0}*/[{O2} {H*}* {e'}*] (1b)

or log K4 = - log {Ozaq)} - log {H*}* —log {e'}* (1c)
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For a one-electron reaction, we have

Y4 Oz(aq) + H +e oW H,O (ld)
and equation lc becomes eqn. le

Yalog K% = - Y4 log {Osaq)} - log {H*} - log {e'}
Yalog K% = - Y4 log {Ozqq)} + pPH + pe (le)

which is rearranged to eqn. 1f
pe =Y log KO + % log {Osuq} — pH (1f)

From the Nernst Equation, pe° = % log K0 = 21.49 (the standard state value).
Thus,

pe=  pe’+ Yalog {Oxag} - pH
pe= 21.49 + Y log {Oauq} - pH (1g)

At 250 pM O3 (250 x 10-¢ M; 100% saturation at ~ 25 °C; the activity coefficient
for O ~ 1), this expression becomes

pe=21.49 + Y log {250 x 109 M} - pH =20.59 — pH (1h)
and at 1uM O (10-6 M), this expression becomes

pe=21.49 + Ylog {10°M} —pH =19.99 - pH (11)

At unit activity for all reagents pe = pe°. At unit activity of all reagents other
than the H*, we can calculate the approximate pH dependence for all reactions. In
the O, example, eqn. 1f becomes eqn. 1j, which is used for all calculations in this

paper.
pe = pe® - pH = 21.49 - pH (13)

A pe(pH) for a half-reaction at a given pH can then be calculated and the
reactions for this paper are presented in Appendix 1. The calculated value for
each half-reaction is given as a function of pH as in the examples in Appendix
1, and these can easily be entered into spreadsheets for quick calculations of
full reactions from two half-reactions (see next section). [When H* or OH- is
not in a balanced equation for a half-reaction, there is no pH dependence on
the half-reaction.] The pe calculated is termed pe(pH) which provides a log K
for each half-reaction at a given pH. Concentration dependence for the other
reactants are not considered in the calculation; thus, these are considered standard
state calculations (note that eqns. li and 1j show a 1.50 log change for an oxygen
concentration range from 1 uM to unity activity so the calculations could vary an
order of magnitude or more in either direction when concentration dependence
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is included). However, comparisons can be more easily made when combining
different half-reactions at a given pH. This permits an assessment of which
combined half-reactions are thermodynamically favorable and thus more likely
to react in a given environmental setting.

Coupling Half-Reactions

As an example of the coupling of two half reactions to determine whether a
reaction is favorable, I use the data in Appendix 1 for the reaction of O, (eqn. O1)
and MnZ* (eqn. Mn1) to form H>O and MnO> at pH = 7. In this case, log K [for the
complete reaction] = pe (02) - pe(Mn2") = 14.49 - (6.8) = 7.69. The negative sign in
front of pe(Mn2*) indicates that the half-reaction is now an oxidation half-reaction.
This calculation is for the full reduction of O; to water.

For this work, Appendix 1 lists the pe(pH) values for Mn, Fe, oxygen and
halide species for the relevant one and two-electron transfer reactions considered.
Dissolved Fe(I) and Mn(II) are primarily hexaaquo species until the pH is > 7 so
the concentration and activity are equal, where hydroxo complexes start to become
important. The latter are not considered in this analysis, but the pH dependence for
the known oxidation kinetics of Fe(Il) and Mn(II) with oxygen are predicted by the
thermodynamics, and a linear free energy relationship exists for Fe(Il) oxidation
by 02 (2).

Results and Discussion
Oxidation of Halides to X- by O; and ROS: One Electron Transfer

Figure 1 shows thermodynamic calculations for the reaction of halides to
halide radicals (X-) with triplet O, (30) and ROS for the full reduction of O
to H>O in four one-electron steps. For this and all subsequent figures, a positive
Alog K on the y-axis indicates a favorable complete reaction and a negative Alog
K indicates an unfavorable reaction as AG® = -RT InK =-2.303RT log K.

Figure 1a indicates that the first electron transfer reaction of halides with O,
is unfavorable as the free radical products, X- and Oy, are formed. This reaction
requires that halides must unpair electrons in an outer sphere electron process so
that one electron from an halide can be donated to the singly occupied molecular
orbital of 30, (/7). Figure 1b shows the reaction of O»- with halides is also
unfavorable except for iodide at low pH. Thus, iodide may react with O»-- in acid
rain. The reaction of peroxide with halides (Figure 1c) is also unfavorable, but the
reaction of OH- radical is favorable for iodide and bromide.
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Figure 1. One-electron transfer reactions of X - with oxygen species from
Appendix 1 to form X-; (a) reaction O6 coupled with reactions CL3, Br3, I03. (b)
reaction O7 coupled with reactions CL3, Br3, 103. (c) reaction O8 coupled with

reactions CL3, Br3, 103. (d) reaction O9 coupled with reactions CL3, Br3, 1o3.

Oxidation of Halides to X; by O; and ROS

Figure 2 shows the thermodynamic calculations for the possible reaction of
halides to dihalogens, X,, with the same oxidants.

Figure 2a again shows that O reactions are unfavorable whereas O, (figure
2b) and peroxide (figure 2c) are predicted to be more favorable, especially for
iodide and bromide. There is no apparent thermodynamic barrier to OH- radical
reaction (figure 2d).
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Figure 2. One-electron transfer reactions of X - with oxygen species from
Appendix 1 to form Xo; (a) reaction O6 coupled with reactions CLI1, Brl, lol. (b)
reaction O7 coupled with reactions CL1, Bri, Iol. (c) reaction O8 coupled with
reactions CL1, Brl, Iol. (d) reaction O9 coupled with reactions CL1, Brl, lol.

Oxidation of Halides by 03,102, NOyx: One Electron Transfer

Figures 3a and 3b show the thermodynamics for one electron transfer of
halides to halide radicals (X-) with singlet O, (102) and ozone, respectively, and
these reactions are independent of pH.
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Figure 3. One-electron transfer reactions of X~ with 10; and Oj3 to form X-; (a)
reaction 06 coupled with reactions CL3, Br3, 103. (b) reaction O7 coupled
with reactions CL3, Br3, 1o3.

The unpairing of electrons in the highest occupied molecular orbital of an
halide in an outer sphere electron process is unfavorable despite the fact that
10, and O3 have lowest unoccupied molecular orbitals that can readily accept
an electron (/7). Both of these reactions are also unfavorable over all pH. The
first electron transfer step in the oxidation of halides by the free radical NO; to
form NO;- and the free radical NO to form NO, are also thermodynamically
unfavorable over all pH (data not shown).

Oxidation of Halides by 30, 10,, H,03, O3 To Form X; or HOX: Two
Electron Transfer

Figure 4 shows the thermodynamic calculations for the reaction of halides
to form dihalogens, X», in two-electron transfer reactions. 30, (Figure 4a) again
has a significant thermodynamic barrier to halide oxidation and H>O, formation
whereas 10, (Figure 4b) can oxidize iodide. H>O» (Figure 4c) and O3 (Figure
4d) can oxidize all halides at most environmental pH conditions, and these are
the most favorable reactions for halide oxidation with ROS. Although H,O»
can oxidize the halides, these reactions become less favorable with increasing
pH and are slow kinetically (27, 22). This is a likely reason why plants have
developed vanadium and iron dependent haloperoxidases (21, 22), which are used
to catalyze halide oxidation with subsequent formation of R-X compounds. Some
of the haloperoxidases are not capable of oxidizing CI- and Br-, which follows the
thermodynamic pattern shown in Figure 4c.
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Figure 4. Two-electron transfer reactions of X - with oxygen species from
Appendix 1 to form Xo; (a) reaction O2 coupled with reactions CL1, Brl, lol. (b)
reaction O35 coupled with reactions CL1, Bri, Iol. (c) reaction O3 coupled with
reactions CL1, Brl, Iol. (d) reaction O4 coupled with reactions CL1, Brl, lol.

Figure 5 shows the thermodynamic calculations for the reaction of halides
to form HOX species in two-electron transfer reactions. These reactions have
similar thermodynamic trends but are not as favorable as those shown in Figure
4 to form X». 30, (Figure 5a) again has a significant thermodynamic barrier to
halide oxidation and H>O; formation whereas 10, (Figure 5b) can oxidize iodide.
Formation of HOX appears more favorable than X, for H,O» (Figure 5¢) and O3
(Figure 5d) oxidation of all halides and these reactions are likely O atom transfer
processes. In water, direct formation of HOX may occur in peroxide reactions.
However, I» has been shown to form from iodide oxidation by O3 in brown algae,
which were not submerged in water (23). Because O3 does not penetrate the
surface ocean microlayer from the atmosphere, its reactions are significant only
in the surface microlayer (24).

23
In Aquatic Redox Chemistry; Tratnyek, P., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2, 2011 | doi: 10.1021/bk-2011-1071.ch002

30 30

—@— CI' ->HoClI
20 —¥— Br -> HOBr 20
—&—
I" -> HOI

10 ac<o [ 10
5 400 M p
g o o0 &
: IR 9e0ssss it

-10 -10

AG>0
-20 3 1 -20
a) “0O2 -> Hy02 b) Oz ->Hy09
-30 A ; , . ; . ; . ; , ; -30
0 2 4 6 8 10 12 0 2 4 6 8 10 12
pH pH

30 30

20 20
2 4 g
g AG<0 R4
< 0 M 0o ©

AG>0 AG>0
-10 -10
¢) HpO2 -> Ho0 d) O3 ->Hy0 + Oy
20 : , . ; ; ; ; , ; -20

Figure 5. Two-electron transfer reactions of X- with oxygen species from
Appendix 1 to form HOX; (a) reaction O2 coupled with reactions CL2, Br2, lo2.
(b) reaction O35 coupled with reactions CL2, Br2, 1o2. (c) reaction O3 coupled
with reactions CL2, Br2, lo2. (d) reaction O4 coupled with reactions CL2, Br2,
lo2.

Oxidation of Halides to X- and X; by Fe(III) and Mn(IILIV) Solid Phases —
Sedimentary Reactions

Other common environmental oxidants, especially in sediments, are the
(oxy)hydroxides of Fe(Ill) and Mn(IILLIV). Figure 6 shows that the one electron
oxidation of halides to halide radicals (X-) for chloride (figure 6a) and bromide
(figure 6b) are not favorable. lodide oxidation (figure 6c) is only favorable for
MnOOH and Mn3Oj4 at pH < 2.
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Figure 6. One-electron transfer reactions of X- with oxidized metal species from
Appendix 1 to form X-; (a) reaction CL3 coupled with reactions Mnl, Mn2, Mn3,
Fel, Fe2, Fe3. (b) reaction Br3 coupled with reactions Mnl, Mn2, Mn3, Fel,
Fe2, Fe3. (c) reaction 103 coupled Mnl, Mn2, Mn3, Fel, Fe2, Fe3.

However, Figure 7a-c show that the two electron halide oxidation reactions to
form dihalogens, X5, become favorable at low pH in the order chloride < bromide
<iodide. These reactions are similar to the well-known reaction of MnOOH with
iodide to form I, at low pH which is the basis for the Winkler oxygen titration
(25). The kinetics of the reaction of Mn(IV) with iodide has recently been studied
because MnO; can be a principal component of sediments (26) and a chemical
agent to provide clean drinking water (27). In these two environmental settings,
unwanted R-I transformations can occur, and in the case of sediments could
promote the incorporation of radioactive iodine into a variety of compounds. At
pH values above 5-7, the iodide oxidation reaction slows down or ceases (26, 27)
consistent with the thermodynamic data in Figure 7c.
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Figure 7. Two- electron transfer reactions of X- with oxidized metal species from
Appendix 1 to form X»; (a) reaction CL1 coupled with reactions Mnl, Mn2, Mn3,
Fel, Fe2, Fe3. (b) reaction Brl coupled with reactions Mnl, Mn2, Mn3, Fel,
Fe2, Fe3. (c) reaction lol coupled Mnl, Mn2, Mn3, Fel, Fe2, Fe3.

Figure 7c shows that the two-electron reduction of Fe(IIl) and Mn(IIL,IV)
phases by I- to I» is favorable but decreases with increasing pH as observed by Fox
et al (26) and von Gunten et al (27) for MnO,. However, there is a thermodynamic
barrier to Mn(I1I) reduction at a pH > 6 and to Fe(II) reduction at pH > 2. These
Fe and Mn reactions are solid phase reactions and are surface controlled. The
transition state also varies with increasing pH as the zero point of charge (/5) of the
metal oxide phases changes from positive to negative. Thus, two negative species
that would repel each other are involved in the transition state at higher pH, and
I- does not adsorb to the MnO; surface at higher pH limiting its oxidation (26).
For I- to donate two electrons to an Fe(III) or Mn(III) phase would require that
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each I- donate the electrons to a band containing several orbitals that are empty or
partially occupied so that two Fe(III) or Mn(III) ions would accept the electrons.
The resulting I would react with another I- to form I, or with water or OH- to
form HOI resulting in possible formation of IO3-. These calculations indicate that
clusters or nanoparticles of oxidized metals would be important environmental
oxidants.

Oxidation of Halides to HOX by Fe(IIT) and Mn(IILIV) Solid Phases

Figure 8 shows the reaction of Fe(Ill) and Mn(IIL,IV) phases with halides to
form HOX species in two-electron transfer reactions. These reactions have similar
thermodynamic trends as those shown in Figure 7. Figures 8a-c show that halide
oxidation becomes favorable at low pH in the order chloride < bromide < iodide.
Because the reaction of MnOOH with iodide to form 1> at low pH is the basis for
the Winkler oxygen tritration (25), HOI and other HOX species are not likely first
products of halide oxidation with metal (oxy)hydroxide phases.

Todate Formation

Recently, thermodynamic data for the iodous acid forms have become
available (/9) and the successive two electron or O atom transfer oxidation
reactions of I- to HOI to IOH to 103- by H2O; are favorable over all pH (data
not shown). The corresponding reactions with triplet oxygen to form any of these
species (e.g.; figures 2 and 4) are not favorable. Although iodide oxidation seems
to be a likely way to form I103-, disproportionation of HOI and IO-H is possible
and does not require O or a reactive oxygen species (7, 8).

Atmospheric Reactions Involving Halogen Atoms

Although X atoms do not readily form in solution, they are a common
species in the atmosphere due to photochemical activation, and their formation
and reactivity has been studied extensively (28, 29). Atmospheric reactions are
typically not complicated by water and H* transfers or formation. The formation
of halogen atoms in the atmosphere appears related to three major natural
processes involving plants and algae in marine and other natural waters, which
facilitate volatile R-X formation and subsequent photochemical decomposition
via homolytic bond cleavage of the C-X bond. In addition, photochemical
decomposition of anthropogenic gaseous R-X compounds occurs.
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Figure 8. Two- electron transfer reactions of X- with oxidized metal species
from Appendix 1 to form HOX; (a) reaction CL2 coupled with reactions Mnl,
Mn2, Mn3, Fel, Fe2, Fe3. (b) reaction Br2 coupled with reactions Mnl, Mn2,
Mn3, Fel, Fe2, Fe3. (c) reaction lIo2 coupled with reactions Mnl, Mn2, Mn3,

Fel, Fe2, Fe3.

First, O3 can react with halides to form HOX and X, which can react
with natural organic matter to form R-X compounds (27). Second macroalgae
and microalgae produce R-X compounds presumably through haloperoxidases
(30-33). Third, iodide in the interstitial fluids of the brown kelp, Laminaria
digitata, and perhaps other plants can be released and used as an antioxidant to
react with H,O, and O3 during oxidative stress (23). Oxidation of iodide above
or out of the water leads to formation of I, rather than volatile organo halogen
compounds, and I, formation can be three orders of magnitude larger than R-I
and other R-X compound formation (23).

Relevant peroxide solution reactions to form HOX and X; from these
processes are eqs. 2-3 whereas possible surface microlayer and lower atmospheric
ozone reactions are eqs. 4-5, where X- can come from sea salt spray. These latter
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reactions are most favorable for iodine (Figures 4 and 5), but are unwanted as
they destroy Os.

2X +H,0,+ 2H" > X, + 2H,0 2)
X +H,0,+ H*—> HOX+ H,O 3)
2X +05+ 2H* —> X5+ O, + H,O @

X +03+ H*— HOX+ O, (®))

Once X, and HOX are formed, they can react with organic matter to form
R-X compounds (4), which are released to the atmosphere. X, HOX and R-X
chemical species can be photochemically decomposed to X atoms, R radicals and
OH radical as in eqs. 6-8. Because bonds of iodine with other atoms are weaker
than corresponding Cl and Br analogs (35), iodine reactions are more facile.

L+hv—>21 (6)
RI+hv >R +1 @)
HOI + hv > OH +1 (8)

Upon formation, X atoms can undergo a variety of thermodynamically
favorable O atom transfer reactions with ROS and NO (egs. 9-10) as discussed
in Whalley et al (34). The destruction of O3 is a main reaction that leads to XO
radicals that can react with NO to form NO>. Two IO molecules also react to form
OIO (eq. 11), which further reacts with IO to form stable O3 (eq. 12) and 1,05
with eventual formation of nanoparticles or aerosols (/3).

X + O3> XO0+0, &)
X0 +NO —»> X +NO, (10)
I0 +10—> I+0I0 (11)
I0 + 0I0 — 1,05 (12)

XO can also react with HO> to abstract a H- atom to form HOX (eq. 12),
which is photochemically sensitive and regenerates OH (eq. 8).

X0 + HO; - HOX + O, (12)
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Both OH and HO; also result in O3 destruction (eqs. 13-14) in a similar
manner to the halogen reactions above. Thus, decreasing halogen emissions to
the atmosphere is of critical importance.

O3+ OH — HO; + O, (13)
O3+ HO, —» OH + 20, (14)
Conclusions

The thermodynamic data above show that halide oxidation in oxygenated
waters is not a favorable process at any pH unless the reactive oxygen species,
0>, -OH, 102, H,0; or O3, can form via chemical, photochemical or enzymatic
pathways. The best oxidants in aqueous solution appear to be the one electron
oxidant, -OH, and the two electron oxidants, 10,, H,O; or Os. However,
thermodynamic favorability depends on the halide with iodide being the easiest
to oxidize as well as on pH with thermodynamic favorability decreasing with
increasing pH. Haloperoxidases are particularly efficient in oxidizing halides with
H>0». Because O3 does not penetrate the ocean microlayer from the atmosphere,
Os reactions appear significant only in the surface microlayer. Some plants, which
have iodide in their pore fluids, can release iodide above the water to react with
O3 with I, formation (23). In sediments, Mn(III) (oxy)hydroxides are possible
oxidants at near neutral pH for iodide; however, chloride and bromide reactions
can only occur at pH values < 2-3. In the atmosphere, halogen oxidation reactions
are more likely due to photodecomposition of C-X bonds to X atoms, which react
with O3, NO, XO and other species by O atom transfer, a two electron transfer
process.
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Appendix 1

Table 1. Reduction reactions for relevant oxygen, halide, Fe and Mn
reactions normalized to one electron. All species are in aqueous form except
for the oxidized Fe and Mn solids, and the reduced soluble metal species are
the hexahydrate forms. Activities of all reactants other than H* are at unity

OXYGEN REACTIONS

four electron reaction normalized to one electron

1/4 O, + H* + e — 2 H,O pe =pe° - pH=21.49 -pH (Oo1)
two electron reactions normalized to one electron

%20, +Ht + e — 2 H02 pe=pe°—pH=13.18 -pH (02)
Y5 H,Os + HY + - — 1 H,O pe = pe° — pH =29.82 -pH (03)
%2 O3+ H" + & — /2 Og@aq) + /2 H20 pe = pe° — pH = 34.64 -pH (04)
%10, + H + e — 2 H,02 pe =pe°—pH =21.57 -pH (05)
One electron transfer reactions only

Oy +e — Or pe =pe° =-2.72 (06)
Oy +2 H*+ e — HyO» pe = pe° — 2pH =29.08 -2pH (O7)
H,0, + H* + e — H,O + OHe pe=pe°—pH=16.71 -pH (08)
OH+ + e — OH- pe = pe° = 28.92 + pOH (09a)
OHe + H" + e« — HxO pe =pe° =42.92 - pH (O9b)
10, + & — Oy pe = pe° = 14.04 (010)
O3+ e — O3 pe =pe° =17.08 (011
MANGANESE REACTIONS

two electron reactions normalized to one electron

% MnOy) + 2 HF + e — %2 Mn2t + H,O pe= pe° —2pH =20.80 -2pH (Mnl)
Y2 Mn3Os) + 4 H + e« — 3/2 Mn2t + 2H,O  pe= pe® —4pH =30.82 -4pH (Mn2)
One electron transfer reaction only

MnOOHg) + 3 H + e« — Mn?t + 2 H,O pe=pe° — 3pH =25.35 -3pH (Mn3)

Continued on next page.
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Table 1. (Continued). Reduction reactions for relevant oxygen, halide, Fe
and Mn reactions normalized to one electron. All species are in aqueous
form except for the oxidized Fe and Mn solids, and the reduced soluble

metal species are the hexahydrate forms. Activities of all reactants other
than H* are at unity

IRON REACTIONS

two electron reaction normalized to one electron

%2 Fe3Oq) +4 H + e~ — 3/2 Fezt + 2 H,O

One electron transfer reactions only
FeOOHgs) + 3 H* + e- — Fe2* + 2 H,O
Fe(OH)3() + 3 HY + e« — Fe2t + 3 H,O

HALOGEN REACTIONS

pe= pe°— 4pH =18.20 -4pH

pe= pe°— 3pH = 13.37 -3pH
pe=pe°— 3pH = 18.03 -3pH

two electron reaction normalized to one electron

% Cly + e — ClI-

%2 Br + e — Br

“oh+e —1T

%> HOCl + 2 H*+ e — 2 Cl-+ 2 HbO
2 HOBr + 2 H* + - — 2 Br- + 2 H,0
%»HOIl+ % H+e — %I+ % H,O

One electron transfer reactions only

pe = pe° = 23.62
pe = pe° = 18.58
pe = pe° = 10.50

pe= pe°-0.5pH= 25.29-0.5pH
pe= pe°-0.5pH= 20.00-0.5pH
pe= pe°-0.5pH= 16.66-0.5pH

Cle+e — Cl- pe = pe° =40.76

Bre + ¢ — Br pe =pe° =32.47

[s++e—-1T pe =pe° =22.49
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Chapter 3

One-Electron Reduction Potentials from
Chemical Structure Theory Calculations

Eric J. Bylaska,! Alexandra J. Salter-Blanc,? and Paul G. Tratnyek?"

TEnvironmental Molecular Sciences Laboratory, Pacific Northwest National
Laboratory, P.O. Box 999, Richland, WA 99352
2Division of Environmental and Biomolecular Systems, Oregon Health &
Science University, 20000 NW Walker Road, Beaverton, OR 97006
*tratnyek@ebs.ogi.edu

Many redox reactions of importance in aquatic chemistry
involve elementary steps that occur by single-electron transfer
(SET). This step is often the first and rate limiting step in
redox reactions of environmental contaminants, so there has
been a great deal of interest in the corresponding one-electron
reduction potentials (£1).  Although E! can be obtained
by experimental methods, calculation from first-principles
chemical structure theory is becoming an increasingly attractive
alternative. Sufficient data are now available to perform a
critical assessment of these methods—and their results—for
two types of contaminant degradation reactions: dehalogenation
of chlorinated aliphatic compounds (CACs) and reduction of
nitro aromatic compounds (NACs). Early datasets containing
EV’s for dehalogenation of CACs by dissociative SET contained
a variety of errors and inconsistencies, but the preferred
datasets show good agreement between values calculated from
thermodynamic data and quantum mechanical models. All
of the datasets with E!’s for reduction of NACs by SET are
relatively new, were calculated with similar methods, and yet
yield a variety of systematic differences. Further analysis
of these differences is likely to yield computational methods
for £1’s of NAC nitro reduction that are similar in reliability
to those for CAC dechlorination. However, comparison of
the E1 data compiled here with those calculated with a more
universal predictive model (like SPARC) highlight a number
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of challenges with implementation of models for predicting
properties over a wide range of chemical structures.

Introduction

The characteristic reactions of most major redox active species in the aquatic
environment involve even-numbered electron transfers between closed-shell
electron donors and acceptors. The standard potentials for these reactions are
readily available, often in critically evaluated reviews (/—4), usually calculated
from standard thermochemical data, but occasionally measured directly by
electrochemical or other methods. Meta-analyses of these standard potentials
have been performed to investigate various fundamental aspects of environmental
redox processes, such as the role of thermodynamically unstable intermediates as
barriers to multi-electron redox process in biogeochemistry (3, 6); the viability
of various pathways of microbial metabolism (7-9); feasibility of contaminant
degradation pathways (10, 11); and prospects for extraterrestrial life (/2).

However, the mechanisms of most redox reactions are composed of
elementary steps that involve single-electron transfers (SET), usually forming
radical intermediates, which react further by various mechanisms to form stable
products. The initial SET step is often thermodynamically unfavorable, providing
the barrier that inhibits equilibration and controls the kinetics of multistep redox
processes that are favorable overall (5, 6). For overall redox reactions that are
far from equilibrium under environmental conditions, such as those that result in
degradation of organic contaminants, the initial SET step is particularly important
in controlling the kinetics of contaminant transformation. This is well established
for the two categories of organic contaminants whose reduction has been most
extensively studied: chlorinated aliphatic compounds (CACs) (e.g., (/3—17)) and
nitro aromatics compounds (NACs) (e.g., (/8-21)). A similar generalization can
be made about the importance of SET in determining the kinetics of oxidation
of several categories of contaminants, including substituted phenols and anilines
(e.g., (22-24)).

The quantitative property that is most often used to describe the rate-limiting
SET steps in these contaminant redox reactions is the one-electron reduction
potential (£71) for the corresponding half-reaction (24, 25). Experimental values
of E! for these half-reactions are relatively scarce, but there are a number of
methods by which they can be obtained (26, 27). E! data can be obtained from
voltammetry, but aprotic solvents are usually necessary to stabilize the radical
intermediates (3, 26, 28, 29), or from pulse radiolysis, but this method usually
requires the use of an intervening mediator compound (/9, 26, 30). These
complications make theoretical calculations of E! especially important for studies
of redox reactions of organic contaminants. There is now a sufficient number
of these datasets—with a sufficient variety of contrasting and complementary
characteristics—to perform a meta-analysis of the results and critical assessment
of the methods. The scope here will be restricted to dechlorination of CACs and
nitro reduction of NACs, but the approach and some of the general conclusions
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about methods and results should be applicable to reduction of quinones and
possibly azo compounds, oxidation of phenols and anilines, etc.

Background

The most basic strategy for determining E'’s is to calculate the free energy
difference for the reaction, e.g.

R_Cl(aq) + le(_g) - R(aq) + Cl;aq) [1]
R-NO,, +le, — R-NO;(aq) [2]
and then convert AG to a potential using
AG
E = _ rxn 3
abs n F [ ]

where 7 is moles of electrons transferred and F is the Faraday constant. This type
of potential is known in electrochemistry as an absolute potential (Ess), which is
difficult to measure directly from experiment. Instead, redox potentials are usually
measured relative to an inert electrode, such as the standard hydrogen electrode
(SHE), saturated calomel electrode (SCE), or silver/silver-chloride electrode. For
comparisons among studies, it is conventional to report redox potentials relative
to the SHE, which is sometimes also called the normal hydrogen electrode (NHE).
This means that the free energy differences for the one-electron reduction half
reactions given in eqs. 1-2 are usually reported in terms of the following overall
reactions:

R'Cl<aq> + %Hz(y - R(aq) + Cl@q) + H(aq) (4]
R- NOZ(aq)+%H2(g) —R- NO;aq) + H(+aq) [5]

Converting between E, 5, and SHE potentials (Esyg or Ej) is given by

Egye = E, +E} [6]

where E is potential associated with the absolute free energy of the hydrogen
electrode reaction.
AG,, AG

1 + - 0 R rxn
7Hyy He,teg E, 7 (7]

Modern electronic structure methods and solvation models can be used to
estimate SHE potentials. However, the development of a computational scheme
that can accurately predict E! requires some care. A commonly used strategy that
does not use any experimental data is to directly calculate the absolute potentials
by using electronic structure methods and solvation models to calculate the free
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energy difference for the one-electron transfer reactions and then convert it to an
SHE potential using eq. 7. For reactions in which the reaction energy difference
is just an adiabatic electron affinity (such as eq. 5), this approach can provide
reasonable estimates (errors less than 0.2 V) provided the solvation models are
designed to correctly treat the radical anion product. Unfortunately, for reactions
in which the one-electron transfer reaction involves the making or breaking of
covalent bonds (such as eq. 4), this strategy is prone to large errors (i.e., greater
than 0.5 V). This is because electronic structure methods need to include high-
level treatments of the electronic correlation energy—which are very expensive to
compute—in order to directly calculate bond energies.

Another strategy uses isodesmic reactions—where the types of chemical
bonds broken in the reactants are the same as those formed in the products (see
below)—to estimate the standard state aqueous free energies of formation of
species in the reaction. An advantage of this approach is that lower level electronic
structure methods can be used, but this requires that accurate thermodynamic
data are available for similar species from experiment or high-level electronic
structure calculations.

In addition to the issues associated with electronic structure methods,
our objective (the prediction of redox potentials in solution) also requires the
calculation of solvation energies. Several models exist for calculating solvation
energies. Currently, the most computationally feasible models for estimating
solvation energies are “continuum” reaction field solvation models (37). Despite
the approximate treatment of solvation in these approaches, they have been shown
to give hydration energies of many neutral molecules within 1 kcal/mol (0.05 V)
when compared to experiment results (for charged species, errors are typically
larger, on the order of 0.1 — 0.2 V).

Methods

In this study, different strategies were used to estimate the solution phase E1’s
for CACs and NACs. For NACs, the absolute potentials were directly calculated
from gas-phase reaction energy, entropy, and solvation energy differences using
electronic structure calculations, gas-phase entropy estimates, and continuum
solvation models. The absolute potentials were then converted to E!’s using
eq. 6. A more involved approach was used to calculate reduction potentials of
CACs—because eq. 2 involves breaking a covalent bond—and is summarized
below.

First the gas phase enthalpies of formation, A#7° (298.15 K, 1 bar), of
all the unknown neutral and radical species in eq. 1 (i.e., RCl and R*) were
calculated using electronic structure calculations combined with isodesmic
reaction strategies, followed by the calculation of their gas-phase entropies.
These results were used to obtain the gas-phase free energy of formation, A/G°
(298.15 K, 1 bar). Then, the solvation energies of the R and R* species in the
reaction were calculated. These solvation energies were used to obtain the
solution-phase free energies of formation, A/G°4 (298.15 K, 1 M). The desired
results—reaction energies for the one-electron transfer reactions in both the
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gas phase and solution phase—could then be estimated, because the necessary
thermodynamic quantities are known either from experiment or obtained from
the calculations described below. Moreover, since the standard states used for the
gas-phase and solution-phase free energies of formation are defined in such a way
as to make A/G°(Hz ) = A/G°(H*,y) = 0, the SHE potential can be calculated as

| (AfG” (R )+a,6°(cr )-a,6° (RClaq))

kcal/mol (8]
23,06 1ca/mol

if the values for A/\G°(RClyg), A/G°(R’4q), and AyG°(Cl-4,) are given in kcal/mol.

The strategies outlined in this section have been used by the authors to
estimate the thermodynamic parameters AFH° , S°, G,, and A/G°,, for various
CACGs, including substituted chlorinated methanes, substituted chloromethyl
radical and anions, 4,4’-DDT and it metabolites, and polychloroethylenyl radicals,
anions, and radical anion complexes. Details of the methods and results from that
work are given in manuscripts by Bylaska et al. (13, 32—37). For the calculations
on CACs reported in Table 1, an isodesmic strategy, based on DFT calculations
at the B3LYP/6-311++G(2d,2p) level with solvation by the COSMO model,
was used to determine the gas-phase free energies and solvation energies. The
NWChem program suite (38) was used to perform these calculations.

Using Isodesmic Reactions to Estimate AJH° (298 K, 1 bar)

It is difficult to obtain accurate estimates for A#4° using electronic structure
methods. This is because determining A#4° by directly calculating the atomization
energies and correcting for elemental standard states only works when very large
basis sets (such as the correlation-consistent basis sets), high-level treatments of
electronic correlation energy, and small correction factors (such as core-valence
correlation energies and relativistic effects) are included in the electronic structure
calculations. Unfortunately, these methods are extremely demanding, scaling at
least as N7 for N basis functions. Continuing improvements in the algorithms used
for these calculations have made them faster (39), but currently only ~25 first row
atoms can be calculated on today’s petascale computers. In contrast, electronic
structure methods with lower-levels of treatment for electronic correlation (i.e.,
Hartree-Fock, Density Functional Theory, MP2) are much more computationally
efficient (scaling as N3-N°) and can be used to calculate a wide range of molecules
containing hundreds of atoms on modest computational resources. Unfortunately,
low-level methods often have large errors when they are used to calculate
atomization energies, and thus they cannot be used to directly calculate Ad1°.

An approach that can be used with low-level electronic structure methods for
estimating A#H° is an isodesmic reaction scheme (e.g., (32, 36)). This strategy is
computationally tractable for large molecules and is usually accurate to within a
few kcal/mol. Isodesmic reactions are (hypothetical) chemical reactions in which
there are an equal number of like bonds (of each formal type) on the left and right
sides of the reaction (3/). An example of isodesmic reactions that have been used
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to estimate thermochemical properties of several chlorinated hydrocarbons and
degradation reaction intermediates are

CHCl,_ L+CH,—CH Cl,_ +CH,L [9]

where L= =F-, OH-, SH-, NO3~, or HCO3~, and x =0, 1, or 2 (36).

Isodesmic reactions are designed to separate out the interactions between the
additive functional groups and non-bonding electrons from the direct bonding
interactions by having the direct bonding interactions largely cancel one another.
Most first-principle methods give substantial errors when estimating direct
bonding interactions due to the computational difficulties associated with electron
pair correlation, whereas first-principle methods are expected to be more accurate
for estimating neighboring interactions and long-range through-bond effects.
In order to illustrate this strategy, we estimate AZ{° for the radical CClz* using
an isodesmic reaction scheme. First, the reaction enthalpy for the following
isodesmic reaction,

CHCI, + CH,—%" > CCI; + CH, [10]

is calculated from the electronic, thermal, and vibrational energy differences
at 298.15 K and a consistent level theory. Computed values for AHisodesmic,,,
at various levels of electronic structure theory are 17.40, 14.28, 12.30, and
12.47 kcal/mol respectively for the SVWNS5/6-311++G(2d,2p), PBE96/6-
311++G(2d,2p), B3LYP/6-311++G(2d,2p), and PBE0/6-311++G(2d,2p) levels.
Given that A#°, of the other three species are known from experiment
(A/H°(CHCIl3) = —24.65 kcal/mol, AFH°(CH3*) = 34.82 kcal/mol, and A#7°(CHa)
= —17.88 kcal/mol. A#{° (298 K, 1 bar) of the unknown CClz* compound was
then calculated with Hess’s law.

A H'(CCL;)=A H*(CHCL)+ A H°(CH; )= A H°(CH, )+ AHX“"™  [11]

This method is simple to apply as long as the selected enthalpies of formation
of CHCls, CH3®, and CH4 are known either from experiment or high quality first-
principle estimates. The success of the isodesmic strategy is controlled by several
factors including the accuracy of A#{° for the reference species, level of the ab
initio theory, size of the basis set used to calculate the electronic energy difference,
and accuracy of the molecular vibration corrections. One should also bear in mind
that it is often possible to use several different isodesmic reactions to estimate the
enthalpy of formation of the same species. These different isodesmic reactions
will give different results (hopefully small), and there is no a priori way to know
which one gives more accurate results.

Estimating S° and A/G°

Given an optimized structure and vibrational frequencies for a gas-phase
polyatomic molecule, one can calculate thermodynamic properties using formulas
derived from statistical mechanics (40). In many cases, results obtained with these
formulas, and accurate structures and frequencies, can provide more accurate
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values than those determined by direct thermal measurements. Calculation of
these formulas is straightforward and most electronic structure programs contain
options for calculating them. However, for compounds that contain internal
degrees of freedom (e.g., molecules that contain fragments such as -NO> rotors)
that are not well described by normal vibrations, these formulas need to be
corrected. Estimating accurate entropies in this situation is very demanding,
and several strategies for this have been developed (31, 37). The strategy that
has been used by the authors is to explicitly solve for the energy levels of the
rotational Schrodinger equation for each rotor and then use this as input in a
canonical partition function to estimate its entropy (35, 37).

The gas-phase free energy of formation A/G° can be determined using the
values of A#° and S°. This is done by calculating the entropy of formation,
AsS°, found by subtracting the entropies of the atomic standard states from the
virtual entropy of the compounds. For example, AS°(CCl3*) and A/G°(CCly*) are
calculated from the following expressions:

A,S° (cc1;) -5 (cc1;) - [IS" (C-graphite) + 35 (5012)] [12]

AG (cm;) =AH° (cm;) ~TA,S° (ccn;) [13]

Estimating Solvation Energies

Solvent effects can be estimated using the self-consistent reaction field
(SCRF) theories of Tomasi et al. (PCM) (4/—44), Klampt and Schiilirmann
(COSMO and COSMO-RS) (45, 46), Cramer SMx (47), or APBS (48). SCRF
theory can be combined with a variety of ab initio electronic structure calculations,
including DFT with the LDA, BP91, and B3LYP functionals, and MP2. Despite
the approximate treatment of solvation in this approach, it (and others like it) has
been shown to give hydration energies for many neutral molecules that are within
a few kcal/mol of the experimental values.

In SCREF theory, the solvation energies for rigid solutes that do not react
strongly with water are approximated as a sum of non-covalent electrostatic,
cavitation, and dispersion energies. Several approaches have been proposed
to calculate these contributions. For the electrostatic energy, the solvent is
represented by an infinite homogeneous continuous medium having a dielectric
constant (e.g., 78.3 for water), and the solute is represented by an empty cavity,
inside which the solute’s electrostatic charge distribution is placed. This approach
self-consistently minimizes the electrostatic energy by optimizing the polarization
of the continuous medium and charge distribution of the solute.

The cavitation and dispersion contributions to the solvation energy are
less straightforward to handle because the interactions take place at short
distances. There are several proposed ways to do this (42, 44, 49—-54). One of
the simplest approaches for estimating these terms is to use empirically derived
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expressions that depend only on the solvent accessible surface area. A widely
used parameterization of this type has been given by Sitkoff et al. (52).

AGcav+disp = }/A + b [14]
where A4 is the solvent accessible surface area and y and b are constants set to
5 cal/mol-A2 and 0.86 kcal/mol respectively. Sitkoff et al. fit the constants y
and b to the experimentally determined free energies of solvation of alkanes by
using a least-squares fit (55). A shortcoming of this model is that it is not size
extensive and cannot be used to study dissociative processes. Another accepted
parameterization, which is size extensive, has been suggested by Honig et al. (57).
AC;cav+disp = ]/A [15]
where y is a constant set to 25 cal/mol-A2. The solvent accessible surface area in
eqgs. 14 and 15 are defined by using a solvent probe with a radius of 1.4 A rolled
over the solute surface defined by van der Waal radii (i.e., H=12 A, C=15A,
O0=14A,Cl=18A4A).

Adjustment to Environmentally Relevant Standard States

Calculated SCRF free energies of solvation cannot be compared directly to
thermodynamic tables, because they use different standard states. The standard
states for the SCRF model are 1 M at 298.15 K in the gas phase and 1 M at 298.15
K in the solution phase. Thermodynamics tables on the other hand define the
standard state for the solute as 1 bar of pressure at 298.15 K in the gas phase and 1
M and 298.15 K in the solution phase. In order for the SCRF theory calculations
to conform to the standard state of 1 bar of pressure at 298.15 K in the gas phase,
a constant value of 1.90 kcal/mol must be added to the SCRF free energies of
solvation.

For charged solutes, comparisons are less straightforward. Thermodynamic
tables report free energies of formation for charged solutes or electrolytes in
solution relative to H*,y, with the convention

(aq) p\ (g

AfH"(H(*aq))=AfG"(H(*aq))=S"(H* )=C°(H* )=0 [16]

and the free energy of formation of ions in solutions are defined in terms of
following redox reactions

M+nH(aq) —>M;‘aq)+gH2(g) [17]
X+4H, =X, +nH [18]

This means that the absolute solvation free energy of a charged solute cannot
be calculated using only thermodynamic tables. However, if the absolute free
energy of the hydrogen electrode reaction
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+ - 0
sHe > Heg ey AG  =-E, [19]

is known, then the solvation energy of a charged solute at 298.15 K can be found
by subtracting the absolute free energy of the hydrogen electrode process, i.e.

AG, (X) = AfGO (X;am) - AfG” (X;g))

+{_Eg -(a,6° (1, )+,67(e,)- 44,67 (Hz(g)))} [20]

=AG° (X' )- A,G (X' )- E°

(aq) (€3] H

Similarly, SCRF calculated solvation energies, AGscrr(X-), can be used to
calculate the aqueous free energies of formation.

AfG”(X' )= AG

(aq) SCRF
_{_EIOJ - (A.fGD (H:aq>)+ A,G* (e@) -34,0° (Hz‘g)))} [21]

-AG (x)+ AG (x;g))+ E°

SCRF H

(X')+A1G"(X;g))

The exact value for E°; is still uncertain despite extensive experimental and
computational efforts. However, Tissandier et al. (56) have recently reported a
value of AGy(H") = —263.98 kcal/mol, which can be used to approximate £°.

E,=AG, (H+)+ (A/GU (H:y) -A,6° (HZ(g>))
=-263.98 kcal/mol + 362.58 kcal/mol [22]
= 98.6 kcal/mol

Results

To demonstrate the application of the methods described above, we have
calculated new values of E! and have compared them to previously reported
calculated and experimentally measured values below. For this purpose, we have
limited our scope to the two most important, and extensively studied classes of
organic contaminant degradation reactions: dechlorination and nitro reduction.
Within these two groups, the results are arranged to reflect a combination of
chronological and methodological considerations. Correlation analysis among
the datasets for E! is used to assess their consistency and accuracy. Other
correlations—e.g., between E! and vertical electron affinities (VEA) or energies
of the highest occupied molecular orbitals (ELumo)—would also be informative,
but are not presented here.
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Dechlorination

Dechlorination of CACs in the aquatic environment occurs by several
pathways including hydrolysis, non-reductive elimination (dehydrohalogenation),
reductive elimination (dihaloelimination), and hydrogenolysis (reductive
dehalogenation). The latter two reductive pathways can occur by mechanisms that
involve one-electron transfer, two-electron transfer, or atom transfer, but all these
reduction mechanisms can—at least formally—be broken down into steps that
involve SET, so E! for each SET can be useful for evaluating hypotheses about
these mechanisms. Additionally, SET is known to be concerted with dissociation
of the C-Cl bond in hydrogenolysis of many CACs (/3, 57, 58), and these can be
described by E! for the corresponding half-reaction (i.e., eqs. 1 and 4).

There are several relatively comprehensive sets of E! data for dissociative
SET involving environmentally relevant CACs that ultimately are derived from
experimental data. The first is by Curtis (59), who calculated E';, (E!’s at standard
conditions) for most of the chlorinated (and some brominated) methanes and
ethanes using thermodynamic cycles and experimental gas-phase free-energy data
from earlier literature. Next, the same approach was taken by Roberts et al. (60)
to obtain a set of E!’; (1-electron potentials at standard environmental conditions)
for chlorinated ethylenes. These two datasets were combined in Scherer et al. (617)
for use in correlation analysis with experimental rate constants for dechlorination
of CACs. Later, Totten and Roberts (62) published a new set of El'; values for
dechlorination of CACs (re)calculated using the same method as previous work
(thermodynamic cycles using experimental gas-phase thermodynamic data from
the literature), but with a much more thorough and critical analysis of the input
data. Several types of errors in the E!’s calculated by Curtis (59) were noted and
corrected. The combined E! dataset used by Scherer et al. (6/) and the newer
dataset from Totten and Roberts (62) are shown in Table 1 and are included in our
correlation analysis of these results below.

Over the last decade, advances in computational chemistry have made it
feasible to calculate accurate values of E! for CACs entirely from chemical
structure theory (37, 63). Cwiertny et al. (64) reported such a dataset for
halogenated methanes and ethanes, obtained using a combination of G3MP2
methods for gas phase free energies and solvation with the SM5.42 model. We
have previously reported thermodynamic data for one-electron reduction of
chlorinated methanes (36) and ethenes (3, 34) and one propane (32). We reported
these only as standard state free energies (AG®,), but here we have adjusted our
previously reported results to E1';, and added the results of calculations done using
the same methods for other CACs. The result is the first dataset of E!’s for all
the chlorinated methanes, ethanes, ethenes, and propanes, at standard conditions
for aquatic chemistry, obtained by consistent methods that should be of high
accuracy. Both theoretically-derived datasets—from Cwiertny et al. (64) and the
new one reported here—are given in Table 1.

46
In Aquatic Redox Chemistry; Tratnyek, P., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2,L 2‘(7)11 | doi: 10.1021/bk-2011-1071.ch003

Table 1. One-Electron Reduction Potentials for Hydrogenolysis of Chlorinated Aliphatics

Scherer et al. @

“ bb];[:\?:tion ) Product ElLp 0(,;/) El, e Tottgzi VL;[. d Cwiegi{;y(e[/t) al. ¢ Byllesjl;a (e;) al. |
Tetrachloromethane (PCM) CI;Ce 0.13 £ (0.31) 0.085 0.182 -0.05
Trichloromethane (TCM) HCIL,Ce -0.23 © (-0.053) -0.145 -0.089 -0.314
Dichloromethane (DCM) H)CIC- -0.50 2 (-0.32) -0.428 -0.323 -0.404
Chloromethane (CM) HsC- -0.88 £ (-0.70) -0.725 -0.605
Hexachloroethane (HCA) CICCLCe 0.33 2 (0.51) 0.061 0.144 0.265
Pentachloroethane (PCA) CI;CCIHC- 0.00 2 (0.18) -0.132 -0.132 -0.161
Pentachloroethane (PCA) CLHCCI,Ce 0.31 2 (0.49) 0.139 0.092 0.079
1,1,1,2-Tetrachloroethane (1112TeCA)  CI3CH2Ce -0.52 4 (-0.34) -0.545 -0.413 -0.415
1,1,1,2-Tetrachloroethane (1112TeCA)  CIH,CCl,Ce -0.22 © (-0.043) 0.044 0.046 ¢ 0.046
1,1,2,2-Tetrachloroethane (1122TeCA)  CLHCCIHC- -0.34 5 (-0.16) -0.257 -0.132 ¢ -0.187
1,1,1-Trichloroethane (111TCA) H3CCLCe -0.23 £ (-0.053) -0.020 -0.046 -0.178
1,1,2-Trichloroethane (112TCA) CL,HCH,C- -0.74 & (-0.56) -0.589 -0.497
1,1,2-Trichloroethane (112TCA) CIH,CCIHC- -0.42 5 (-0.24) -0.285 -0.213 ¢ -0.264
1,1-Dichloroethane (11DCA) H3CCIHC- -0.40 £ (-0.22) -0.316 -0.320 -0.439
1,2-Dichloroethane (12DCA) CIH,CH»C- -0.57 £ (-0.39) -0.577 -0.426 ¢ -0.513
Chloroethane (CA) H3CH,C- -0.83 © (-0.65) -0.690 -0.646

Continued on next page.
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Table 1. (Continued). One-Electron Reduction Potentials for Hydrogenolysis of Chlorinated Aliphatics

Scherer et al.

a

(Abb]:gf?:ﬁon) Product ELp ‘;’;/) £l ¢ Tottglrl’he; szl, d Cwie;llzy(el/t) al. € Byl(;s[l;a (e;) al. /
Tetrachloroethene (PCE) CLLCCICe -0.36 ¢ -0.598 -0.56
Trichloroethene (TCE) HCICCIC- -0.674 -0.838
Trichloroethene (TCE) ClL,CHC- -091 ¢ -0.998 -0.998
Trichloroethene (TCE) CIHCCIC- -0.62 ¢ -0.693 -0.803
1,1-Dichloroethene (11DCE) H,C=CIC- -0.72 ¢ -0.802 -0.816
c-1,2-Dichloroethene (c12DCE) HCIC=HC- -0.89 ¢ -1.012 -0.959
t-1,2-Dichloroethene (t12DCE) HCIC=HC- -0.85 ¢ -0.955 -0.946
Chloroethene (VC) H,C=HC- -0.95 ¢ -1.141 -1.085
1,1,1-Trichloropropane (111TCP) Cl,C--CH>-CH3 -0.192
1,1,2-Trichloropropane (112TCP) Cl,HC-CH--CHj3 -0.365
1,1,2-Trichloropropane (112TCP) CIHC--CHCI-CHj3 -0.009
1,1,3-Trichloropropane (113TCP) CLL,HC-CH»-CH>* -0.608
1,1,3-Trichloropropane (113TCP) CIHC--CH,-CH,Cl -0.296
1,2,2-Trichloropropane (122TCP) CIH,C-CCl--CH3 -0.157
1,2,2-Trichloropropane (122TCP) H,C+-CCl>-CH3 -0.382
1,2,3-Trichloropropane (TCP) CIH,C-CHCI-CHze -0.491
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Scherer et al.

Name ) Totten et al. 4 Cwiertny et al. ¢  Bylaskaetal. /
1,b 1, ¢

(Abbreviation) Product Ely O(Q)E h Ely (V) Ely (V) Ely (V)
1,2,3-Trichloropropane (TCP) CIH>C-CH--CHCl -0.443
1,1-Dichloropropane (11DCP) CIHC--CH,-CH3 -0.439
1,2-Dichloropropane (12DCP) CIH,C-CHe-CH3 -0.595
1,2-Dichloropropane (12DCP) H,C+-CHCI-CH3 -0.63
1,3-Dichloropropane (13DCP) H,Ce-CH,-CHCl -0.781
2,2-Dichloropropane (22DCP) H3C-CCl--CH3 -0.634
1-Chloropropane (1CP) H,C+-CH,-CHj3 -0.66
2-Chloropropane (2CP) H;C-CHe-CHj; -0.699

@ Dataset compiled in (67) from ? E1; data in (59) and ¢ EV data in (60); calculated E''; values from the original data in (59) shown in parenthesis. ¢
From (62) for [CI-]=103M. ¢From (64) for [CI-]=10-3 M. /Calculated from free energies reported in previous work by Bylaska et al., for chlorinated
methanes (36), ethenes (13, 34), and propanes (32). ¢ Boltzmann average energy for all possible conformers (i.e., syn and anti).
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To evaluate the consistency and accuracy of the E! datasets in Table 1, we
first consider the correlation between the two datasets that were derived from
experimental data. Assuming the dataset from Totten and Roberts (62) is more
reliable overall, we have assigned it to the abscissa in Fig. 1. The original dataset
compiled by Scherer et al. (67) is shown as the ordinate in Fig. 1A. Overall, the
correlation appears to be rather good, with uniform scatter about the (ordinary least
squares) regression line, slope and intercept (0.94+0.09 and -0.03+0.05) that are
not significantly different than for a perfect 1:1 correlation, no obvious outliers,
and a root mean squared error (RMSE) of 0.15.

However, the apparent agreement between these two datasets is misleading
because Scherer et al. (67) mixed E1’s from Curtis (59), which were calculated
for all species at unit activity (denoted E!; in Table 1), with E!’s from Roberts
et al. (60), which were corrected for standard environmental conditions, in this
case, [CI7] = 1073 M (denoted E'; in Table 1). Adjusting the former to E'’; is
straight-forward (62) and the resulting values are given in parenthesis in Table 1.
Correlation of this adjusted version of the Scherer et al. dataset with the Totten
and Roberts dataset is shown in Fig. 1B. The correlation still appears linear, and
has slightly less overall scatter (RMSE = 0.14), but the slope is no longer 1:1 (the
fitted slope and intercept are 1.10+0.08 and 0.16+0.05) because the adjusted data
(open squares) now plot higher relative to the data from Roberts et al. (crossed
squares).

054 A

0.0

-0.5

E' (V)
Scherer et al. Data Set, original

P2102.1102 185 ele( '[e 19 JaIayos
) 3

®
O Curtis, 1991 &
T T T T T T T T

-1.0 -0.5 0.0 0.5 -1.0 -0.5 0.0 0.5

E' (V) - Totten and Roberts Data Set

Roberts, 1996

Figure 1. Comparison of E! datasets for dechlorination calculated from
experimental thermodynamic data. Black lines are from ordinary least-squares
regression; gray line is 1:1. The two types of symbols distinguish the source of

data that were combined in Scherer et al. (61).
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In addition to the adjustment described above, it should be noted that Totten
and Roberts found errors in Curtis’ calculations that resulted from using the gas
phase standard entropy of the chlorine atom where it should have been chlorine
gas (62). They determined that this error affected both the absolute magnitude of
the E1’s as well as the relative magnitude, depending on the number of chlorines
on the CAC (as seen in Fig. 1B). Coincidentally, these two sources of error (the
incorrect standard entropy for chlorine and the lack of adjustment for chloride
concentrations under aquatic conditions) largely obscure one another (c.f., Fig.
1B) so correcting for both does not suggest any substantive changes in correlation
analysis of the kinetic data reported by Scherer et al. (61) (plots not shown).

The two new datasets of E!’s calculated from theory are compared to each
other, and to the preferred experimentally-derived dataset, in Fig. 2. Data for
structural classes common to each dataset (methanes and ethanes) have been fit
using ordinary least-squares regression. Additional ethene data, when available,
is shown in gray for comparison. Each of the three datasets considered was
obtained by consistent methods and is reported as E1’, so it is not surprising
that they generally correlate well with each other. The correlation between the
experimentally-derived data from Totten and Roberts (62) and the theory-derived
dataset reported here is particularly good (Fig. 2B), with uniform scatter about
the regression line, which has slope and intercept indistinguishable from 1 and
0, over the whole range of chlorinated methanes and ethanes (shown), as well
as ethenes (not shown). (Note that two of the datasets discussed here—Totten
and Roberts (62) and Cwiertny (64)—include brominated methanes and ethanes,
but these were not considered in our correlation analysis. Also, the new dataset
reported here is the only one to include chlorinated propanes, so the propanes do
not appear in Fig. 2.)

The dataset from Cwiertny et al. (64) correlates very closely (RMSE = 0.05)
with the experimentally-derived values from Totten and Roberts (62). The Bylaska
dataset reported here correlates somewhat less well (RMSE = 0.1) mainly due to
slightly high E'’s for tetra- and tri-chloromethane.

One peculiar characteristic of the data shown in Fig. 2 is evident only by
comparison of the triangular-halves of the correlation matrix. Both correlations
with Cwiertny’s dataset on the abscissa (Fig. 2 A, F) have slopes that are not
significantly different than one, but when Cwiertny’s dataset is used as the ordinate
(Fig. 2 C, D) the slopes are significantly different than one. Similarly, while a
slope of one is observed when the Totten and Roberts dataset is plotted on the
ordinate with the Bylaska dataset on the abscissa (Fig. 2 B), the slope deviates
from one when the coordinates are reversed (Fig. 2 E). In each case, the orientation
of the plot results in opposite conclusions due to the uneven distribution within
each dataset. The use of orthogonal regression minimizes these effects. In this
case, orthogonal regression resulted in only an ~0.02 difference in the deviation
from a slope one between corresponding plots (results not shown). Without using
orthogonal regression, considering only one half of the correlation matrix could
have resulted in attributing physical significance to the differences in slope.
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Figure 2. Scatter plot matrix of correlations between the three recommended E!

datasets for dechlorination. Regression lines and fitting results are for ordinary

least-squares regression (v = a + bx); dashed line is 1:1. Black diamond symbols

= methanes, black circles = ethanes; and gray squares = ethenes (not included
in regression).

It can also be noted that while the ethene data were not included in the
regression analysis in order to maintain consistency throughout the correlation
analysis, inclusion either has no effect or improves the affected comparisons.
In both Totten and Roberts vs. Bylaska (Fig. 2 B) and Bylaska vs. Totten and
Roberts (Fig. 2 E) the ethene data fall close to the one-to-one line and show
little scatter. Inclusion of the ethene data in the regression analysis of Totten and
Roberts vs. Bylaska (not shown) has no significant effect on either the slope,
intercept, or RMSE. Inclusion of ethene data in the Bylaska vs. Totten and
Roberts regression (not shown) improves the 1:1 correlation with a slope of 0.94
vs. 0.83 without ethenes; there is no significant change in the intercept or RMSE.

Nitro Reduction

Nitro reduction is usually interpreted as a series of SET and protonation
steps, the exact order of which may vary with pH and the strength of the
reductant (65, 66). Under environmental conditions, the rate determining step
is generally believed to be the first SET (20, 67), which makes E!’s for the
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corresponding electron attachment (i.e., eqs. 2 and 5) a useful descriptor of the
reaction. Alternatively, nitro reduction via H* (as in catalytic hydrogenation) or
H- (as in some enzyme catalyzed reductions) is possible under environmental
conditions and is implied by some recent data on nitro reduction by the cast iron
used for groundwater remediation (68). However, as with dechlorination, these
mechanisms involving concerted electron and atom transfers can be formulated
as separate steps, so E! for the isolated SET still is useful in studies of these
reactions.

The earliest dataset of E1’s for NACs of environmental interest was compiled
by Schwarzenbach et al. (/8). This dataset is comprised mostly of previously
reported E!’s obtained from pulse radiolysis experiments (69—72). Also included
were previously unreported values estimated using linear free energy relationships
(LFERSs) between E!’s and rate constants for nitro reduction measured in simple
model systems. Hoffstetter et al. (73) later expanded this dataset, adding more
values estimated from LFERs and additional values from the literature (26).
We have used Hoffstetter’s dataset to encompass all of this early work, and
summarized it in Table 2.

Recently, Phillips et al. (74) compiled a set of purely measured values to
validate their theoretical calculations (which are discussed below). Phillips et al.
drew from the Schwarzenbach et al. dataset, and added additional data from Riefler
and Smets (75) and others (76—78). For the analysis below, we have assumed
that this is the most complete and critically evaluated, compiled set of £ data for
reduction of NACs, and we have included it in Table 2.

As with dechlorination, it has recently become practical to calculate E'’s
for nitro reduction from chemical structure theory. The first calculated E1’s for
environmentally-significant NACs appear to have been reported by Zubatuk et
al. (79), who calculated E'’s using density functional theory (DFT) and a variety
of basis sets. Based on correlation with an experimental dataset, they concluded
that the most accurate calculation of £1 was obtained using the MPWBI1K density
functional and TZVP basis set with the PCM method for solvation. We have
included these theoretically-derived E!’s in Table 2. However, Phillips et al. (74)
noted two issues with this dataset. The first is the use of an out-of-date SHE
potential, leading to an error of 0.08 V; the second is an apparent adjustment in
the experimental dataset that was used for validation, the rationale for which was
not reported.

Three approaches to calculating E1’s for explosives-related NACs were
evaluated by Phillips et al. (74): (i) direct aqueous-phase DFT calculations,
(i1) gas-phase DFT calculations with solvation corrections, and (iif) empirical
correlation with electron affinity (EA) calculated using DFT methods. Neither
purely theoretical approach was found to accurately predict £1, and in the case
of their second method, the source of the error was identified to be a lack
of accuracy in the solvation calculation (errors using direct aqueous-phase
calculations—the first method—were non-systematic). Their third approach—a
hybrid of experimental and theoretical results, relying only upon gas-phase
theoretical calculations—gave the best overall agreement to experimental data
(dataset introduced above). This experimental dataset and the dataset obtained
through correlation with EA are included in Table 2.
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Table 2. One-Electron Reduction Potentials for Nitro Reduction

Name Hoffstetter et al. @ Phillips et al. Phillips et al. ¢ Zubatyuk et al. 4 Bylaska et al.
(Abbreviation) Ely (V) measured corr. w/ EA El, (V) E (V)
ETy (V) E"y (V)
Nitrobenzene (NB) -0.485 -0.486 -0.499 -0.88 -0.494
2-Methylnitrobenzene (2-CH3-NB) -0.590 -0.590 -0.519 -0.612
3- Methylnitrobenzene (3-CH3-NB) -0.475 -0.475 -0.507 -0.514
4- Methylnitrobenzene (4-CH3-NB) -0.500 -0.500 -0.516 -0.538
2-Chloronitrobenzene (2-CI-NB) -0.485 -0.470 -0.467
3-Chloronitrobenzene (3-CI-NB) -0.405 -0.405 -0.437 -0.391
4-Chloronitrobenzene (4-C1-NB) -0.450 -0.450 -0.447 -0.417
2-Acetylnitrobenzene (2-COCH3-NB) -0.470 -0.412 -0.445
3-Acetylnitrobenzene (3-COCH3-NB) -0.405 -0.437 -0.423 -0.406
4-Acetylnitrobenzene (4-COCH3-NB) -0.358 -0.356 -0.359 -0.255
2-4-6-Trinitrotoluene (TNT) -0.300 -0.253 -0.245 -0.45
2-Amino-4,6-dinitrotoluene (2-ADNT) -0.390 -0.417 -0.386
4-Amino-2,6-dinitrotoluene (4-ADNT) -0.430 -0.449 -0.393 -0.85
2,4-Diamino-6-nitrotoluene (2,4-DANT) -0.515 -0.502 -0.557 -1.08
2,6-Diamino-4-nitrotoluene (2,6-DANT) -0.495
2,4-Dinitrotoluene (2,4-DNT) -0.397 -0.361
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Name Hoffstetter et al. @ Phillips et al. ® Phillips et al. ¢ Zubatyuk et al. 4 Bylaska et al.

(Abbreviation) El'y (V) measured corr. w/ EA El, (V) Ey (V)
o Eyw (V) EUyw (V)
o
qe 2,6-Dinitrotoluene (2,6-DNT) -0.402 0377
e
55 2-Nitroanaline (2-NH,-NB) < -0.560 -0.533
k!
gg‘ 3-Nitroanaline (3-NH>-NB) -0.500 -0.520
e
o 4-Nitroanaline (4-NH,-NB) -0.568 -0.569
I<EN
‘:'r_ o 1,2-Dinitrobenzene (1,2-DNB) -0.287 -0.335 -0.50
o ‘_!
z % 1,3-Dinitrobenzene (1,3-DNB) -0.345 -0.330 -0.68
5 § 1,4-Dinitrobenzene (1,4-DNB) -0.257 -0.248 -0.43
i
(§_§m 2-Nitrobenzaldehyde (2-CHO) -0.355 -0.365
S Non
Z ‘g 4-Nitrobenzaldehyde (4-CHO) -0.322 -0.330 -0.60
[0) Qo
5 4-Nitrobenzyl alcohol (4-CH,OH) -0.478 -0.461 -0.90
52
= C% a As reported and compiled in (73). » Measured values compiled by and reported in the supporting information of (74). ¢ As reported in (74)—calculated
5 g from correlation with EA. ¢ As reported in (79).
>3
Zo
o®
e
7S
i
[=
a
(@)
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We also include in Table 2 the results of preliminary calculations we
performed for 10 NACs. For these calculations, the isodesmic strategy that was
used with CACs was not employed. Instead, the E1’s were determined by directly
taking free energy differences of eq. 2 at the B3LYP/6-311++G(2d,2p) level with
solvation by the COSMO model and the effects of hindered rotors included in
the calculation of gas-phase free energies and solvation energies. This strategy
was similar to the one used by Zubatuk et al. (79)—and recently critiqued by
Phillips et al. (74)—except that we included the effects of hindered rotors in our
estimates. As pointed out in the background section, we expected that the main
sources of error are in the calculations of the adiabatic electron affinity and the
solvation energy of the radical anions. There errors are expected to be on the
order of ~2 kcal/mol (0.1 V) and ~5 kcal/mol (0.2 V), respectively.

To evaluate the consistency and accuracy of the E! datasets in Table 2, we
have correlated each combination of the five datasets in the matrix of scatter plots
shown in Fig. 3. The two experimentally derived datasets—from Hofstetter et al.
(73) and Phillips et al. (74)—include some identical data, so they correlate very
closely (Fig. 3 A, E). Although the dataset represented by Hofstetter et al. (73) has
been used to derive LFERSs for nitro reduction rate constants in numerous studies
(25, 80, 81), we will use the newer dataset compiled by Phillips et al. (74) for
experimental data to compare with the theoretically-derived E!’s discussed below.

The correlation that lead Phillips et al. to select their third method of
calculating E'’s as preferred is shown in Fig. 3 F and J. The slope and intercept
of the corresponding (ordinary least-squares) regression lines for the calculated
numbers vs. the measured numbers (Fig. 3 J) are not significantly different than
1 and 0, respectively, and the scatter about the line is modest (RMSE = 0.03).
The other two purely theoretical methods of calculating £! that were used by
Phillips et al. (74) gave correlations with considerably greater scatter, although
the slope and intercept were still close to a 1:1 relationship (not shown here). In
contrast, the theoretically calculated dataset of E! from Zubatyuk et al. (79), gives
a correlation that is far from 1:1 (Fig. 3 N), but still linear with a small RMSE
(0.04). This could be because the solvation energy of the radical anions were
over stabilized, which would arise if the solvation cavity used in the continuum
solvation energy calculations were chosen to be too small around the nitro groups.

The new dataset of E!’s for nitro reduction obtained in this work correlates
to the experimental dataset with slope = 1.52+0.17, intercept = 0.25+0.08, and
RMSE = 0.03 (Fig. 3 R). However, this fit is strongly influenced by the leverage
of the point for 4-acetylnitrobenzene (which has the largest error relative to the
experimental dataset: 0.10 V or ~2 kcal/mol) and absence of data for NACs that
might balance this leverage (e.g., dinitrotoluenes). These results are reasonable
given the expected errors in these types of calculations. Thus, it seems promising
that further analysis using this approach will yield an improved method for
calculating E'’s with purely-theoretical methods. Furthermore, the modest but
systematic differences between our results and those obtained using similar
methods by Zubatyuk et al. (79) and Phillips et al. (74) suggest that the estimation
of El’s is sensitive to the details of the computational methods used. Therefore, a
more systematic evaluation of the source of errors in these calculations is needed
before a fully satisfactory method for estimating £1’s for NACs can be selected.
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Figure 3. Scatter plot matrix of correlations between the five recommended E!
datasets for nitro reduction. Regression lines and fitting results are for ordinary
least-squares regression; dashed line is 1:1.

Other Organic Redox Reactions

Dechlorination of CACs and nitro reduction of NACs are the only types of
reactions considered here, but there are other redox reactions of environmentally-
relevant organics that should be amenable to similar treatment. For example,
there are many data for £! of quinones (26), including some that are of interest
as model compounds for the redox-active moieties associated with natural organic
matter (29, 82, 83). Reduction of azo dyes is another redox reaction that plays a
prominent role in determining contaminant fate, and E! data have been reported
for this reaction (84).

As with reduction, oxidation of some contaminants can occur by SET, so the
corresponding one-electron oxidation potentials are of interest in studies of the
kinetics and mechanisms of these reactions. The methods used to calculate these
EV’s from theory are similar to those described here for reduction. This has been
reported in recent studies for polyphenols (85) and anilines (63, 86).
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Caveats and Future Prospects

The analysis provided here of E!’s for the two most thoroughly studied
contaminant reduction reactions demonstrates that current theoretical calculations
can produce datasets that agree well with experimental data.  However,
considerable effort is needed to determine what computational methods are
appropriate for each type of SET, and to validate the accuracy of the results.
Extrapolating these methods to additional compounds, and especially to other
SET reactions, is not necessarily any more reliable by theoretical methods then
it is for experimental methods. Therefore, a more general method of estimating
E"V’s would be of great value.

Currently, the most advanced effort to develop a method for predicting E1’s
over a wide range of chemical types (and over a range of conditions such as solvent
type) is SPARC (SPARC Performs Automated Reasoning in Chemistry (87)). The
capability to calculate £1°s was added to SPARC relatively recently, and is based
on previously developed and validated calculator for gas-phase electron affinities
(88). SPARC'’s E! calculator has been validated against a set of experimental
data, similar to those discussed here for dechlorination and nitro reduction, but
for a much broader range of organic compounds and solvents (Hilal, personal
communication). For nonaqueous solvents, SPARC’s performance is good for
the whole range of validation set compounds. However, for aqueous media, and
some specific families of reactants—such as nitro reduction of NACs—agreement
between SPARC and the other E! datasets presented here is weak. For reduction
of CACs, SPARC calculates E! only for electron attachment not dissociative SET
(e.g., eq. 1), and these two types of E! differ considerably. This illustrates the
need for critical application of theoretical models to predicting chemical properties
and one of the major obstacles to development of universal models for predicting
contaminant fate.
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Chapter 4

Thermodynamic Control on Terminal Electron
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Terminal electron accepting processes (TEAPs) control the
fate of elements in anoxic environments. This study focuses
on thermodynamic regulation of H)-dependent TEAPs.
H»-dependent methanogenesis and sulfate reduction operate
near free energy thresholds (AG.) and can be inhibited by
changes in thermodynamic conditions, whereas more ‘potent’
TEAPs occur far from their energy thresholds and lower H»
concentrations to levels that exclude other TEAPs. Metabolic
free energy thresholds depend on microbial physiology and
occur when the energy conserved by ATP generation approaches
the thermodynamic driving force. A model analysis for
peat-sand mixtures suggests that acetoclastic methanogenesis
can be inhibited by CH4 and dissolved inorganic carbon (DIC)
accumulation, lowering the free energy (AG,) toward an energy
threshold (AGc), which was identified by inverse modeling
near - 25 kJ mol-!. Inhibition was sensitive to AG. and acetate
concentrations, so that AGe £ 5 kJ mol! and a range of 1 to
100 umol L-! acetate lead to strongly differing steady state CHs4
concentrations in the model results.

Introduction and Review
Terminal Electron Transfer and the Role of Molecular Hydrogen

The distribution of chemical species in anoxic environments is governed
by microbially mediated electron transfer, and in particular by terminal electron
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accepting processes and methanogenesis (/, 2) (Table 1). Geochemists have
recognized early that thermodynamic considerations may provide a framework
for analyzing the occurrence of TEAPs in sediments (3). From such origins
and the investigation of the bioenergetic regulation and limits of anerobic
metabolism (4-6), the role of molecular hydrogen as regulator for TEAPs,
methanogenesis, and syntrophic fermentation processes was elucidated. More
recently, coherent and quantitative concepts addressing the regulation of TEAPs
in anoxic environments have been developed (7). Efforts are also undertaken to
integrate such concepts into reactive transport and diagenetic models (§). This
study’s objective is to summarize some of this progress and to analyze how
constraints on energy and solute transport may control the kinetics of microbially
mediated electron transfer processes in anoxic environments. The latter objective
is also addressed based on a simple methanogenic, diffusion dominated system.

Anaerobic decomposition of both immobile and dissolved organic matter
proceeds through the action of extracellular enzymes, fermentation, syntrophic
processes, and TEAPs (9) (Fig. 1). Decomposition is initially controlled by the
activity of extracellular enzymes, which are produced by fermenting bacteria, and
hydrolyzed polymers that cannot pass the outer membrane of microorganisms
(10). Among many decomposition products, acetate and molecular hydrogen (Hz)
are primary substrates for methanogenic Archaea and a range of microorganisms
mediating TEAPs (/7). For simplicity, methanogenesis is included under the
TEAP heading. Molecular H» plays a particularly important role in the anaerobic
decomposition network. The microbial demand for H» is strong since the
ability to oxidize H, through membrane-bound hydrogenases is phylogenetically
widespread (/2), linking H» to reduction of widespread electron acceptors such as
NO3-, SO4%, and CO», and to less common acceptors, such as As(V) and U(VI)
(see also (/3) and (/4)). Thus, its concentration controls much of the energy
available to TEA bacteria. H; typically has a half-life of less than a minute (/5),
which allows for rapid concentration adjustment with changing environmental
conditions (/7). The free energy of oxidation of H is also highly dependent on
H; activity because it involves only a transfer of two electrons. This network of
processes involving H; transfer is subjected to constraints by transport of solutes
and gases, microbial kinetics, stoichiometric limitations, and the availability of
Gibbs free energy in form of electron donors and acceptors (Figure 1). The level
of energy available results from fluxes of oxidants and reductants, and the rate
at which mobile reactants are supplied, as analyzed by Kurtz and Peiffer (/6) in
this volume.

Lovley and Goodwin (/7) recognized the role of H» in anaerobic
decomposition networks and suggested its use as a redox indicator in studying
competition between TEAPs. The authors originally argued that H, concentration
under steady-state conditions should depend only on physiological characteristics
of hydrogenotrophic microorganisms, i.e. the growth yield (Y) and the
half-saturation constant (K) for H» uptake, which tend to increase and decrease,
respectively, with increasing energy yield of a given TEAP. External factors,
such as the H» supply rate, should not influence H» concentrations in steady-state
systems (/8). Levels of H, in anoxic environments, thus, decrease with increasing
standard Gibbs free energy of the predominant TEAP. This way, energetically less
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potent TEAPs are excluded from substrate utilization as their energy thresholds
are exceeded and their metabolism ceases. According to this concept, H» levels
can be used as a redox indicator because levels adjust to ranges that are optimal
and indicative for a particular predominating TEAP (77, 19). For a compilation
of these ranges the reader is referred to Heimann, et al. (20). The approach has
been widely used to investigate the microbiology and redox chemistry of pristine
and contaminated sediments (2/-24). Similar observations were made for other
low-molecular-weight intermediates (25) but concentration levels have been less
clear than for Hj.
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Figure 1. Simplified network of processes involved in anaerobic organic matter
decomposition in anoxic aqueous systems and potential controls by transport,
energy, microbial kinetics, and microorganism stoichiometry.
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Table 1. Overview of important H>-consuming TEAPs and their Gibbs
free energies under standard (AG?) and exemplary environmental (AG,)
conditions, respectively

. . 4G0 4G,
Process Reaction stoichiometry (k] mol-1)a (k] mol-1)b

Oxic respiration 1/2 Oz + H; —» Hx0 -237.2 -206.7

. . 2/5NO3 +H; +2/5H —
Denitrification 1/5 Na + 6/5 H,O -240.1 -186.6

. 2 FeOOH(a) + H, + 4 H* —
Iron reduction 2 Fe* + 4 HyO -182.5 -39.8
. HAsO42-+ Hy + 2 H" —
Arsenate reduction H3As0s + HyO -162.4 -53.9
. 1/4 SO4* +Hy + 1/4 HY —

Sulfate reduction 1/4 HS- + H,0 -48.0 9.5
Hydrogenotrophic 1/4HCOs+Hy+ 1/4 H — 43.9 82
methanogenesis 1/4 CH4 + 3/4 H,0O ’ ’
Homoacetogenesis 1/2 HCO5 + H, + 1/4 H — -36.1 +2.4

1/4 Acetate- + H,O

a Calculated from Gibbs free energies of formation (26—28); O,, H2, N, and CHy as gaseous
species. ® At the following conditions: T =25 °C, [02] =0.21, [N2] =0.78, [CH4] =[NO3"]
=[Fe?*] = [HAsO4%] = [H3AsO03] = [SO42-] = [HS-] = [Acetate-] = 104, [HCOs3-] = 10-2, [H*]
=107, [H2] = 10-5 (corresponding to an aqueous concentration of approximately 8 nmol L-1).
Square brackets indicate activities of aqueous species or fugacities of gaseous species. Data
have previously been reported in (29) and (20).

The Energy Threshold — in Situ Energy Concept in Terminal Electron
Transfer

Lovley and Goodwin’s (/7) Ha-based redox indicator concept did not always
predict the occurrence of TEAPs well (30-34). Often TEAPs were also found
to occur simultaneously (35, 36). H» concentrations in real-world systems are
not solely related to the physiology of the H>-consuming microbes but are also
influenced by the presence of other electron donors, the concentration levels
of electron acceptors, transient environmental conditions, and micro-scale
heterogeneity. Redox conditions and electron flow in anoxic systems have, thus,
also been analyzed focussing on the in sifu energy yields of individual processes
(30, 37, 38). Energy yields can be calculated from the activities of substrates
and products involved in a process at a given temperature and compared to a
theoretical or empirical minimum energy requirement for the process, so called
‘energy threshold’. This kind of analysis provides insight into the functioning
of an individual electron transfer process. If in situ energies are smaller (more
positive) than the energy threshold for a particular process, it cannot occur; if
energies are much larger than usually observed while the process is ongoing,
it is likely inhibited by some other constraint; and if the in situ energy of the
process approaches its energy threshold it should become increasingly slow.

68
In Aquatic Redox Chemistry; Tratnyek, P., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2, 2011 | doi: 10.1021/bk-2011-1071.ch004

The expectation is that TEAPs operate at in sifu energy levels that are close
to but not at their specific energy thresholds. In agreement with this idea,
AG:; for hydrogenotrophic methanogenesis was about -35 kJ mol-! in several
anaerobic freshwater systems during ongoing methanogenesis (39, 40), whereas
the theoretical energy threshold for the process is believed to be -20 to -25 kJ
mol-! under active growth (5).

Energy Thresholds

Energy thresholds have been derived from the ATP synthesis energy. The
in vivo energy required for synthesis of one mol of ATP is around +50 kJ,
depending on intracellular levels of ATP, ADP, phosphate, Mg2*, and H* (3, 28).
Additional required thermodynamic driving force can be accounted for by simply
adding an energy quantum for the process (5) and more generally by including
a thermodynamic efficiency factor (6, 4/). Since the H*/ATP ratio of the ATP
synthase is typically in the range of 3-4 (42) the energy threshold equals the
energy released by one proton returning into the cell through the ATP synthase.
Based on this argument, the energy threshold should be around 1/3 or 1/4 of
-70 kJ mol-1, i.e. about -20 kJ mol-! of substrate for methanogenesis (5). Under
starvation conditions, smaller values of -10 to -15 kJ mol-! of substrate may be
found (6, 41).

The H*/ATP based energy threshold concept requires some flexibility with
regard to methanogenic Archaea, which are particularly well-adapted to low
energy levels (43). Archaea actively pump sodium ions across their membranes
as a bioenergetic pathway, which may account for part of the ATP that is
synthesized (44, 45), and they are characterized by more variable and larger
H*/ATP ratios (43). Fermentation processes are not subject to the H*/ATP energy
threshold concept since ATP is synthesized via substrate level phosphorylation
(46, 47). Minimum energy requirements for these processes and acetogenesis
were generally found to be smaller than in TEAPs (46, 47). Compilations of
minimum free energy yields for various TEAPs and fermentation processes were
compiled by Hoehler (6) and Kleerebezem and Stams (48).

Differences in Energetic Control on TEAPs

The different levels of Gibbs free energies provided from TEAPs and
methanogenesis (Table 1) have been found to correlate with the ‘tightness’ of
thermodynamic control and the in situ energies that adjust during an ongoing
process. This finding is reflected in the levels of energy thresholds that have been
reported, and in the difference between these thresholds and in situ energies that
were typically attained in anoxic environments. When Gibbs free energy is large,
in particular with respect to denitrification, energy thresholds were found to be
larger as well (20, 37). Energy conservation per hydrogen consumed has been
suggested to be twice or more that of sulfate reduction and methanogenesis, based
on the energy conservation mechanisms; energy thresholds should accordingly
be proportionately higher and attained when hydrogen levels are still farther from
thermodynamic equilibrium (7). This being the case in situ energy yield did not
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reach energy thresholds in empirical studies because H» concentrations become
minute when approaching the threshold (37). Enzyme kinetics and limits on
diffusive flux probably control H» concentration and, thus, also in situ energy
yields of such ‘high energy’ TEAPs (37).

For TEAPs falling into an intermediate range of energy yields, the relationship
between energy thresholds and in situ energy yields is less uniform. Reduction
of chlorinated organics, Cr(VI), As(V), and iron oxides represent examples of
these TEAPs. During reductive dechlorination of ethenes, in situ energy yields
encountered under field or laboratory conditions remained higher than is expected
based on the energy thresholds concept (49). A similar conclusion has been
reached with respect to As(V)-reduction with H» as electron donor (29). With
respect to bacterial iron oxide reduction, no coherent picture has emerged so far,
potentially caused by the phase transfer reaction and wide range of metastable
phases and surface properties of the electron acceptor (50). In some cases,
microbial reduction of goethite ceased at an energy threshold of around -23 kJ
mol-! (57), whereas in others experiments no such thresholds could be identified
(52). An inherent difficulty in studies on iron oxide reduction is the variable
nature of the mineral phase, which is altered by sorption, surface precipitation,
and catalytic action of ferrous iron (53, 54).

For processes at the low end of energy yields, empirical energy thresholds
tended to be fairly consistent and small, and ranged from -20 to -28 kJ mol-!,
-9 to -50 kJ mol-!, and -16 to -49 kJ mol-! for hydrogenotrophic acetogenesis,
methanogenesis, and sulfate reduction, respectively (when the reaction was written
with the lowest possible integer coefficients) (6). The occurrence and kinetics
of these processes is, thus, likely controlled by their in situ energy yields. The
occurrence of these processes at very small AG; has also been interpreted as an
adaptation to survival under “substrate starvation” in depositional environments,
where microbial communities are exposed to residual and increasingly recalcitrant
organic matter (4/).

Energy Thresholds and Transport — Methanogenesis as an Example

A consequence of energy thresholds is the potential for metabolic slowdown
by accumulation of metabolic products. Such phenomena are well known
from anaerobic bioreactors (55). Several closed incubation-type studies have
also demonstrated that processes involved in anaerobic respiration slow down
or cease when energy thresholds are approached (41, 46, 56). Extrapolating
such experimental observations to peats, Beer et al. (57) proposed that small
changes in AG; of methanogenesis by accumulation of DIC and/or CH4 may slow
methanogenic decomposition in diffusion dominated methanogenic deposits. In
this concept, the production of CHs reflects a system’s limit to accommodate
simultaneous constraints of transport, energy, and microbial kinetics.

To test this hypothesis, a simple column experiment was designed with
water saturated and anaerobic peat-quartz sand mixtures containing 5%, 15%,
and 50% of moderately decomposed peat. Differences in peat quality with depth
were eliminated by homogenization and pore water profiles were allowed to
approach steady-state in absence of vertical water flow. Under such conditions,
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CHj4 production should diminish to similar and very small values deeper into the
deposit regardless of C content, but increase proportionately with C content in
the anaerobic layers near the column surface, where the energy constraints are
alleviated by continuous removal of DIC and CHs. Furthermore, the decrease
in methanogenesis should be related to processes approaching their respective
biological energy quantum.

Methods
Column Setup and Sampling

Commercially available ombrotrophic bog peat was homogeneously mixed
with quartz sand and deionized water, and filled in PVC columns (140 cm x
20 cm) equipped with porewater peepers (38) for 120 cm of column length.
These could be non-destructively retrieved from perforated and meshed frames
embedded in the column filling. Columns were kept dark at 18°C with the water
table slightly above the surface. Peepers were retrieved and replaced after 370
and 550 days. DIC, CH4 and H» concentrations were quantified using headspead
techniques, gas chromatography and a Trace Analytical TA 3000 hydrogen
analyzer, and converted into dissolved concentration. Inorganic anions (ion
chromatography), pH (potentiometry), and H>S (amperometry) were analyzed as
previously described (38), and acetate in selected samples was analyzed by HPLC
with UV detection at 208 nm.

Modeling

To model production and transport of CH4 a simple box model was
implemented using STELLA® simulation software. The model encompassed 10
fully mixed vertical layers to simulate concentration profiles. Solute transport
between layers was simulated using Fick’s law with the diffusion coefficient of
CHj4 taken from (58), adjusted to a temperature of 18°C and corrected for the effect
of porosity (n) using a factor of n2. The assumption that the system was diffusion
dominated was checked by repeated static chamber measurements of CHs flux
(38) at the end of the experiments. Ebullition (i.e. bubbling) of CHy,detectable by
rapid concentration increase in the chambers, was not observed. Concentrations
of CH4 at the upper and lower boundary of column were fixed at measured
levels in the model. Porosity was determined from bulk density measurements
in separate columns of analogous peat-sand mixtures, as well as estimates of
specific density of peat (1.5 g cm-3) and quartz components (2.65 g cm3). The
production rate of methane in each depth layer was modelled using a modified
Michalis-Menten kinetics (equation 1) with a maximum rate vmax (pmol L-! d-1)
and half saturation constant ks (umol L-1). The model further accounts for the free
energy of the process by including the reaction quotient Q and an analogue for the
equilibrium constant adjusted to a minimum energy requirement AG. (kJ mol-!
(CHa4)). Originally this approach was presented by Hoh and Cord-Ruwisch (55)
using the equilibrium constant instead. It represents a special case of the more
general approach developed by Jin and Bethke (7). In the model, the production
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of methane equals zero when the Q = Knreshold, 1.6. When the energy conserved
in ATP generation equals the release of free energy from the overall chemical
process. At this point, the thermodynamic driving force becomes zero.

Q
Voo [AC] @ (1= ————)
_ d[AC] — d[CH4] — e Kthreshold (equation 1)
at d e fagei+— 2 )
threshold

Gibbs free energy AG; (kJ mol-!) available for hydrogenotrophic (4 Ha(aq)
+ COz(aq) — 2 H,O(1) + CHa4(aq)) and acetoclastic (CH3COO-(aq) + H*(aq) —
COz(aq) + CHs(aq)) methanogenesis was calculated in the model for the smallest
integer stoichiometry using the Nernst equation, as previously described (38):

I1( products)”
AG, =AG? +R-T-InQ with Q = " (equation 2)
[I(substrates)”

with AG,0 the standard Gibbs free energy of the reaction (kJ mol!) at in situ
temperature of 18°C, R the gas constant (8.314 x 10-3 kJ mol-! K-1), T the absolute
temperature (K), and v the stoichiometric coefficients. The pressure dependency
of AG; and the effect of ionic strength on activities were neglected.

Hydrogenotrophic methanogenesis provided insufficient free energy for
methanogenesis, at least at the spatial scale of solute sampling (data not shown).
The model was thus restricted to the utilization of acetate and parameterized in
agreement with literature ranges of vmax, Ks, and the critical energy converted
to a Kinreshold. Parameterization was further attempted with one consistent set
of parameters for simulating CH4 concentration profiles in 5 %, 15%, and 50%
peat columns at 370 and 550 days, simultaneously. To account for an initial
utilization of electron acceptors after flooding (59), a time lag of 100 days was
assumed before methane production began and reached full production after
200 days. Acetate concentration was fixed at average levels of 10 umol L-1, or
about half the detection limit of measurements. The DIC, here equivalent to
dissolved CO», concentration profiles were simulated simultaneously using (1)
first order kinetics of DIC production and decomposition constants of 0.0018
to 0.0028 d-! to match the observed accumulation of DIC, and (2) an empirical
linearly-increasing inhibition of DIC production at levels of 5000 to 10500 pmol
L-1, which was needed to match the evolution of DIC profiles in the experiments
(data not shown).

The Michaelis-Menten model was also applied without the energy threshold
to test if CHy profiles across the columns and over time could be created without
a thermodynamic inhibition of acetoclastic methanogenesis. Finally, sensitivity
analyses were carried out regarding vmax, ks, AG¢, and concentrations of acetate.
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Results and Discussion
Concentration Dynamics

Methane concentration in the peat columns increased with depth and time in
all three peat sand mixtures (Figure 2). Concentrations reached 280 to 500 pmol
L-1 (5% peat), 400 to 500 umol L-! (15 % peat), and 600 pmol L-1 (50% peat) in
the columns. In the 50 % peat column concentrations hardly increased between
370 d and 550 d sampling; this column was near steady state by the end of the
experiment, whereas concentration moderately increased in the 15%, and strongly
increased in the 5% peat column.
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Figure 2. Measured and modelled CH concentrations in experiments with 5%
peat, 15% peat, and 50% peat (mass basis) in homogenized peat - quarz sand
mixtures after 370 days and 550 days of incubation. Note different concentration
scales. In the uppermost series of simulations, an energy threshold at -25 kJ
mol-! (CHy) was implemented, resulting in slow down of concentration increase
and the flattening’ of the profiles observed with depth. In the lower panels,
this constraint was removed.
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Strikingly, the methane concentration increase with depth levelled off when
the concentration profiles approached steady state, indicating an absence of
methane production deeper into the peat sand mixtures. DIC concentrations
increased in a similar but less steep manner to maximum levels of 5500 pmol
L-1, 8500 pmol L1, and 9500 pmol L-!; H, concentrations varied from 0.1 to 2.7
nmol L-!; and acetate concentration remained below the limit of detection. Values
of pH were slightly to moderately acidic and ranged from 4.0 to 5.4, generally
increasing with depth.

The methane dynamics in the columns could be adequately reproduced with
the model that included an energy threshold of -25 kJ mol-! (CH4) and reasonably
consistent Vimax and ks values that were in the broad range reported for peats and
similar substrates (Figure 2). Values of ks have been reported to be between 5
and 200 pmol L-1 (60); a value of 10 umol L-! was used in all simulations. A
best fit could be reached when Viax increased from 6.5 pmol L1 d-1 (5% peat),
11 umol L-! d-! (15% peat) to 36.8 umol L-! d-! (50% peat). Such values are
well in line with measured in situ CH4 production in similar bog peats during
summer (6/). Between the 15% and 50% treatments the increase in Vmax was
proportionate to the increase in organic matter content. Successful reproduction
of the CHy profiles in the 5% treatment required a somewhat higher Vi, than
proportional to the differences in peat content. Acetate concentrations averaged
10 pmol L-! in all model columns, but some adjustment of concentration levels
with depth was required. In the 15 % and 50 % columns, a good fit was reached
with a linear increase from 8.6 pmol L-! to 11.4 pmol L-1, whereas in the 5%
column concentrations increased linearly from 5.5 to 14.5 pumol L-1, resulting in
faster rising CH4 concentration deeper into the peat of this column (Figure 2).
These assumptions are arbitrary but within the boundary stipulated by the acetate
analyses.

Importantly, methane dynamics could not be reproduced across time and peat
content without an energy threshold (AGc) (Figure 2). In any particular column, a
CHy4 profile could be adequately fitted by some parameter combination. In the 5%
treatment, this exercise succeeded for both profiles at 370 d and 550 d (Figure 2).
However, in the 15% and 50% treatments, a good fit of the 550 d profiles resulted
in gross underestimates of concentrations after 370 d (data not shown). Using
the general parameterization that produced a good fit in the 5% peat column, CHy4
concentrations in the other columns were strongly overestimated in absence of an
energy threshold (Figure 2). While there is considerably degree of freedom in the
model parameterization, these results suggest that a threshold to CH4 production
was present. This threshold was not yet reached in the 5%, but clearly reached
in the 15% and particularly the 50% peat column. The nature of this threshold
cannot be unequivocally ascertained, but the fact that it occurred when Gibbs free
energies of acetoclastic methanogenesis reached -25 kJ mol-! (which is close to
theoretical energy thresholds (5)) suggest that methane production and increase in
methane concentrations was inhibited thermodynamically and ultimately by the
slowness of diffusive transport removing CHs and DIC.
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Production Rates and Parameter Sensitivity

Some further insight into the methane production dynamics leading to this
phenomenon can be gained by analyzing profiles of CH4 production and Gibbs
free energy in the model (Figure 3), as well as the sensitivity to processes to the
parameters (Figure 4). In the 5% model, CH4 production only slightly decreased
over time and AG; remained < -28 kJ mol-! (Figure 3). In the 50% peat model,
methane production remained strong in the uppermost layer under the same
AGy, whereas at larger depth production declined to zero. The 15% peat model
was characterized by a more moderate inhibition of methanogenesis with time
and depth. The decline of methanogenesis to zero in the 50% peat model was
essentially caused by lower DIC concentration in the upper part of the column,
which allowed for higher CH4 concentrations at the energy threshold (see also
equation (2)).
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Figure 3. Modelled depth profiles of CH4 production and respective AG, of the
processes at 370 and 550 days of incubation in experiments with 5% peat, 15%
peat, and 50 % peat in homogenized peat - quarz sand mixtures.

As aresult, CH4 concentration slightly peaked at about 30 cm depth (Figure 2),
where the gas diffused mostly upwards but also slightly downward, thus raising
CH4 concentration in deeper layers to levels that did not allow for any further
production. This created the remarkably straight CH4 concentration depth profiles
in the model that were also observed in the empirical data (Figure 2).

The sensitivity analysis illustrates that concentration profiles were highly
dependent on both the energy threshold and substrate concentration, and to a
lesser degree on the kinetic Vmax and ks values. This assumes a reasonable range
of these parameters in anoxic environments and confirms earlier studies (55). The
finding is exemplified in the 50% peat column after 550 d (Figure 4). In each of
the analyses, all parameters except one were kept constant.
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Figure 4. Sensitivity of modeled CHy concentrations in 50 % peat columns to
changes in threshold energy AG., acetate concentration, maximum production
rate Vimax, and half saturation constant ks, while keeping all other parameters
constant in each simulation. When not varied in a simulation, AG.= 25 kJ mol-,
Vinax =36.8 umol L-! d-1, acetate = 10 umol L-1, and ks = 0.0028 d-!.

Moderate changes in the physiologically based energy threshold of + 5 kJ
mol-!, which are smaller than widely reported and may reflect adaptations to the
general availability of substrates (6), can thus lead to very different steady state
CHa levels in methanogenic peat deposits, which may contribute to large variations
that have reported from field sites (57, 62). A similarly strong influence of acetate
concentration on the CHs concentrations was observed at an energy threshold
of -25 kJ mol-l. The parameters Vmax and ks primarily influenced the temporal
dynamics in the model, i.e. the time required for CHs profiles to reach steady
state near the energy threshold (Figure 4). Higher Vmax and ks also reinforce the
already described phenomenon of increases of CH4 concentrations beyond levels
stipulated by AG. in lower depths of this semi-closed soil system. This is caused
by more vigorous CHy4 production in the upper layers, where DIC concentrations
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are lower than in larger depths, thus allowing for higher CH4 concentrations at the
energy threshold.

The effect of acetate concentration on CHy4 concentration levels stresses
the importance of the dynamic equilibrium between acetate production and
methanogenic consumption near energy thresholds. This point is further illustrated
in Figure 5, which shows AG; available for the fermenatation of propionate to
acetate and its subsequent consumption by acetoclastic methanogenesis over a
range of DIC, i.e. dissolved CO», and CH4 concentrations. Whereas at low DIC
and CHjy concentrations both processes can occur over a wide range of acetate
concentrations, in the example between 0.1 and 10 umol L-1, this range decreases
with accumulation of DIC and CHj4 to a narrow band near 10 pmol L-1. Deviation
from this band would inhibit either process, and the effect of higher acetate
concentration could only be compensated for by elevating concentrations of
propionate. The ‘energy signal’ of DIC and CH4 accumulation may be distributed
through the preceding fermentation network, which could, for example, help to
explain high levels of acetate and propionate in groundwater systems (57, 63).
Thus, temporary or local increases of acetate concentrations that have been widely
reported for example in wetland (64, 65) and aquifer systems (63, 66) have the
potential to ease thermodynamic constraints on acetoclastic methanogenesis, but,
on the other hand, may inhibit preceding fermentation processes, as suggested in
organic rich peat aquifers (38, 57).
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Figure 5. Gibbs free energy AG, available from acetoclastic methanogenesis and
syntrophic propionate fermentation to acetate (CH3CH3COOH (aq) + 2H>0
() B CH3;COOH (aq) + CO: (ag) + 3 H> (aq)) with increasing DIC and CHy

concentration. Assuming propionate concentrations of 1 umol L-! and either 0.1

or 10 umol L-! of acetate. DIC is assumed to be dissolved CO:.
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Conclusions

This review and case study demonstrate the usefulness of considering
the energy threshold concept when interpreting the occurrence, rate and
spatio-temporal distribution of H, and organic acid dependent TEAPs and
methanogenesis in anoxic systems. Hj-dependent methanogenesis and sulfate
reduction typically operate near free energy thresholds (AGe) in soils and
sediments, and can thus be inhibited by changes in geochemical conditions that
are induced by constraints on transport of solutes and by provision of TEAPs that
are energetically more potent. These TEAPS operate far from theoretical energy
thresholds, despite higher physiological energy threshold levels, and can lower
H> concentrations to levels excluding less potent TEAPs. Energy thresholds
are dependent on microbial physiology and occur when the energy conserved
by ATP generation comes close to the thermodynamic driving force. The case
study illustrates that accumulation of methane in diffusion dominated and DIC
rich systems may cause inhibition of acetoclastic methanogenesis near energy
thresholds, and the high sensitivity of such a mechanism to small changes in
acetate concentration and the energy threshold AGc. The production and flux
of CHy, as the most reduced metabolic product of anaerobic organic matter
decomposition, appeared to reflect the system’s ability to simultaneously adjust
to transport, energy, and microbial kinetic constraints on the redox process. Low
energy, in particular methanogenic, systems may thus operate in a mode in which
processes and constraints converge towards a characteristic steady state that
reflects a specific capacity to process organic material and that is likely highly
dependent on rates of solute transport.
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Chapter 5

Redox Chemistry and Natural Organic Matter
(NOM): Geochemists’ Dream, Analytical
Chemists’ Nightmare
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Natural organic matter (NOM) is an inherently complex
mixture of polyfunctional organic molecules. Because of their
universality and chemical reversibility, oxidation/reductions
(redox) reactions of NOM have an especially interesting
and important role in geochemistry. Variabilities in NOM
composition and chemistry make studies of its redox chemistry
particularly challenging, and details of NOM-mediated
redox reactions are only partially understood. This is in
large part due to the analytical difficulties associated with
NOM characterization and the wide range of reagents and
experimental systems used to study NOM redox reactions. This
chapter provides a summary of the ongoing efforts to provide a
coherent comprehension of aqueous redox chemistry involving
NOM and of techniques for chemical characterization of NOM.
It also describes some attempts to confirm the roles of different
structural moieties in redox reactions. In addition, we discuss
some of the operational parameters used to describe NOM
redox capacities and redox states, and describe nomenclature of
NOM redox chemistry. Several relatively facile experimental
methods applicable to predictions of the NOM redox activity
and redox states of NOM samples are discussed, with special
attention to the proposed use of fluorescence spectroscopy to
predict relevant redox characteristics of NOM samples.
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Introduction

Natural organic matter (NOM) is an inherently complex and inseparable
group of molecules (/) primarily resulting from the partial decay of senescent
plant materials and microorganisms. It is ubiquitous in all natural waters and
soils. In addition to its redox chemistry, it plays significant roles in metal
transport, microbial, photochemical and water treatment processes and in soil
fertility. Because of its complexity and wide range of molecular sizes and
physical properties, NOM has often been conceptually divided into separate
classes of molecules. This classification has generally been based on solubility
and pH properties of NOM samples, and a considerable collection of terms
has been applied to operationally defined NOM fractions. Soil scientists define
soil NOM as humic substances, which are composed of three fractions. One
is water insoluble at all pH values (humin) and two are defined in terms of
the base-solubilized portions of soil NOM. Humic acid is base soluble but
re-precipitates at slightly acid pH. Fulvic acids are solubilized by base and remain
in solution under acid conditions (2).

In aquatic science, solution-phase NOM is similarly divided into classes
such as hydrophobic acids, hydrophilic acids, hydrophilic bases, and hydrophilic
neutrals. The portions characterized as fulvic and humic acids (AHS, aquatic
humic substances) reside primarily in the hydrophobic acid fraction. Frequently
applied isolation techniques for aquatic NOM (after filtration to remove particulate
fractions, generally using 0.45-pm membranes) include column chromatographic
methods with non-ionic macroporous polymer sorbents composed of styrene
divinylbenzene (e.g. XAD-2, XAD-4) or acrylic esters (e.g. XAD-7, XAD-8,
DAX-8) (3). Weakly basic ion exchange resins (e.g. DEAE-cellulose) also have
been successfully used to isolate AHS from water without the pH adjustment
needed in the XAD-chromatography (4). Solid-phase extraction using modified
styrene divinyl benzene polymer types of sorbents has also been applied to
NOM isolation, especially from seawater (5). Tangential flow ultrafiltration
methods have been successfully used to isolate dissolved NOM fractions based
on nominal molecular mass fractions (6, 7). Finally, reverse osmosis combined
with electrodialysis rounds out the rather long list of methods used to isolate
NOM from natural waters (8).

Aquatic NOM in rivers and lakes is generally composed of 45-55% AHS
(of which 80-90% is classified as fulvic acids), 20-30% hydrophilic acids, 15-20
% hydrophilic neutrals, and 1-5 % hydrophilic bases. For a detailed discussion
of the fractional compositions of natural waters according to these classification
schemes, refer to the book by Thurman (9). Standardized samples of AHS,
including aquatic humic and fulvic acids have been made commercially available
through the International Humic Substances Society. Less fully characterized
commercial humic acids, such as Aldrich Humic Acid, are also commonly used
in NOM research.

Standardized fractions of NOM are commonly used in research as a means
of providing consistency to the many experimental procedures and approaches
used to characterize NOM. One disadvantage of such practices is that they mask
differences in the characteristics of NOM samples of different origins or from
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different water bodies. This can be especially important, as will be discussed
in more detail below, for investigations of the redox reactions involving NOM.
In addition, there is concern that NOM can be altered to varying extents during
chemical or physical isolation, and the isolated fractions may not be representative
of the material in its natural state. Nevertheless, most of the references contained
in this chapter refer to NOM fractions rather than NOM. This is an inherent, but
unavoidable, limitation to our review, and an inherent limitation to almost all of
the research that has been reported for NOM. The disadvantages of using NOM
fractions instead of NOM should be considered in evaluations of the validity of
the research reported in this, or any other, discussion of NOM.

The objective of this chapter is to provide some context to and
understanding of ongoing efforts to provide a coherent comprehension of aqueous
oxidation/reduction (redox) chemistry involving natural organic matter (NOM).
Initially, techniques for chemical characterization of NOM are presented to
provide context for the subsequent discussions of redox-active constituents of
NOM and redox chemistry of NOM. This is followed by discussions of those
moieties in NOM that have been shown to be redox-active, and the methods and
nomenclature used in investigations of the reversible redox behavior of NOM.
Finally, methods applicable to predictions of NOM redox activity and redox state
are outlined, with special consideration of the proposed use of statistical analyses
of fluorescence spectral characteristics of NOM samples to predict the redox
characteristics.

Chemical Characterization of NOM

Because this chapter focuses on redox reactions in aquatic environments, we
are primarily interested in the nature of water soluble NOM, commonly called
dissolved organic matter (DOM). Aquatic NOM commonly contains about 45-
55% carbon, 35-45% oxygen, 3-5% hydrogen and 1-4% nitrogen by mass, with
variable smaller amounts of sulfur (0.4-0.6 %) and phosphorus (0.1-0.45%). This
elemental composition tells little, of course, about the chemical composition of
aquatic NOM, but does provide some insight into the nature of the molecular
components. For example, elemental ratios such as the C/H or C/N have been
used to point to relative aromatic versus aliphatic content or the nature of biogenic
precursors of NOM samples (9—17). Also, the analytical chemistry that defines
the amount of NOM in a water sample invariably measures organic carbon, not
organic matter. The elemental composition suggests that DOM, or aquatic NOM,
content is close to twice the dissolved organic carbon (DOC) content.

Chemically, only a very small fraction of aquatic NOM contains identifiable
organic compounds. These are mostly small organic acids such as acetic, citric,
malic and other biogenic acids, including amino acids. Because these compounds
are generally bioavailable, their presence is variable and transient. The more
recalcitrant and enduring molecular components of NOM are primarily composed
of complex organic acids with a variety of other functional group constituents.
It is difficult to give precise descriptions of the functional group compositions
of aquatic NOM, in part because almost all of the work to elucidate the nature

87
In Aquatic Redox Chemistry; Tratnyek, P., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2, 2011 | doi: 10.1021/bk-2011-1071.ch005

and abundances of functional groups in NOM has been conducted on NOM
fractions rather than on whole water NOM samples. However, a great deal of
qualitative or semi-quantitative structural information has been learned through
such investigations.

In the pursuit of the characterization of the structural features of NOM,
a wide variety of spectroscopic and chromatographic techniques have been
employed (e.g., (12, 13)), including those that derivatize, pyrolyze or otherwise
alter the original moieties and molecules in NOM fractions. Prominent among
the non-destructive methods are infrared (IR), ultraviolet-visible (UV-vis),
fluorescence, and nuclear magnetic resonance (NMR) spectroscopies, mass
spectrometry and all of its variations, X-ray techniques [e.g. X-ray fine-edge
absorption spectroscopy (XFAS)], and chromatographic variants such as gel
electrophoresis (e.g., (/14—18)), plus many other references in this chapter). All
of these techniques have their individual uses and limitations, advantages and
disadvantages. The bottom line information about NOM chemical composition
is that oxygen-containing functional groups are distributed among aliphatic and
aromatic moieties, some of which may contain nitrogen or sulfur atoms in their
structures. So, a preferred approach is to limit descriptions of the NOM in a given
natural water sample in terms of dissolved organic carbon content (DOC) and
the fraction of this carbon that exists as aromatic moieties or aliphatic structures.
Further specification might involve the abundance of phenolic or ketone-like
functionality in these fractions. The relative importance of sulfur and nitrogen
functionalities can also be specified. In the context of this chapter, the important
consideration is the relative abundance of functionalities that can be expected to
be involved in reversible redox chemistry.

An additional aspect of NOM structure, ignored in most analytical
investigations of NOM, is the state of complexation and/or chelation of NOM
moieties with dissolved metal ions. NOM/metal ion complexes and/or chelates
have been known and studied for decades (/9-217), and represent an important
component of many natural NOM samples. Complexation reactions have
repeatedly been shown to primarily involve substituted aromatic constituents of
NOM (19, 22-24). As will be shown in the section on “Redox-Active NOM
Constituents”, these also are the NOM components thought to be most directly
involved in redox transformations. Thus, the presence of metal complexes can be
a critical structural feature in considerations of NOM redox chemistry.

Clearly, detailed information about the total functional group composition of
a given NOM sample is beyond the capabilities of many analytical laboratories.
One can know with reasonable assurance that certain functional groups are present,
and that carbon-oxygen bonds dominate the functional group composition.
In addition, several relatively facile laboratory procedures can provide useful
information about important structural features of a given sample.

A procedure that can provide useful information about relative amounts of
carboxylic and phenolic functional groups is a simple pH titration (25). Here,
the sample is adjusted to pH = 2 and subsequently titrated with a standard base
solution. Titration to a pH of 7 deprotonates essentially all of the carboxylic acids
in the sample. Further titration to a pH of 10 deprotonates the phenolic constituents
in the sample. Normalization of these titrations to the organic carbon content
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gives a reliable indication of the relative amounts of carboxylate and phenolic
moieties, for example, in moles of COOH per mole of carbon. Because the DOC
concentrations of natural water samples are low, varying from <80 micromolar
carbon for seawater to several millimolar carbon for certain surface waters or
sediment pore waters, there is a serious limitation in the possible precision of such
titrations (26). In addition, the accuracy of the procedure is limited somewhat by
a slight overlap in pK, values of phenols and carboxylic acids in NOM. Use of
spectrophotometric titrations can alleviate some of this difficulty (26).

A second procedure is designed to give a relative indication of the aromatic
contents of natural organic matter samples. The technique measures the specific
ultraviolet absorption (SUVA) of a water sample, defined as the absorbance (1.0
cm cell) of the sample at 254 nm (or some other specified ultraviolet wavelength)
divided by the organic carbon content of the sample in mg/L (27). The method
is not reliable in the presence of substantial concentrations of transition metals,
especially iron, or nitrogen compounds such as amino acids, nitrate or nitrite.

A third relatively simple procedure is the measurement of the intensities of
infrared absorption bands by diffuse reflectance Fourier-transformed infrared
spectroscopy (FTIR) (28). Though conceptually simple, caution must be used in
the application of FTIR to NOM samples, as many of the observed peaks have
pronounced pH dependence. However, at circumneutral pH values absorption
at a characteristic wave number of 1725 cm-! can be ascribed to C=O stretch of
COOH and at 1620 cm! to aromatic C=C stretch/asymmetric -COO- stretch. An
absorption peak/shoulder at 1270 cm-! is due to C—OH stretch of phenolic —OH.
Finally, absorption in the range of 1050 — 1200 cm-! is due to mostly aliphatic
—OH typical for carbohydrates. Infrared spectra of several NOM samples are
shown in Fig. 1 (29) to illustrate that differences among NOM samples are clearly
revealed by these IR spectra. The utility of such measurements in terms of redox
chemistry will be discussed below.

Finally, fluorescence spectroscopic measurements have been proposed to be
useful in assessing the redox properties of NOM. This also will be discussed in
more detail in the section on “Predicting NOM Redox Activity”.

Redox-Active NOM Constituents

It is important at this point to distinguish among several possible modes
of participation of NOM in redox chemistry. It is of course true, that powerful
oxidants can virtually destroy NOM and render it into simple inorganic oxides
or small organic acids. We are not concerned here with these reactions, as the
remarkable characteristic of the participation of NOM in aquatic redox reactions
is their reversibility. So, we will limit our discussion to moieties in NOM that
can reasonably be expected to participate in reversible redox reactions. Another
limitation is that we are generally not interested in redox processes that occur
outside of the limits of stability of water itself. In terms of oxidation/reduction
potential, this means that we are interested in the electron potentials, expressed as
Eg, in the range (at 298 K):
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-0.0591«(pH) <Ey < +1.23 + 0.015¢°log[O,] -0.0591<(pH),

where [O2] is the partial pressure of dissolved oxygen in atmospheres (29). Note
that kinetic constraints sometimes allow redox couples to be significant even
though they are outside of this range of thermodynamic stability for water.

These constraints limit the nature of the reversible redox reactions that can
be expected with NOM as an oxidant or reductant. For example, a redox couple
consisting of an aliphatic ketone and the corresponding alcohol cannot be expected
to be part of the aquatic redox chemistry of NOM. So, what are the functional
groups within NOM that can be involved in redox chemistry? As is discussed in
detail below, the most widely accepted group of reversible redox-active moieties
in NOM are quinones or quinone-like moieties. Fig. 2 illustrates the structures of
some example quinones and an example of the reduced forms.
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Figure 1. FTIR spectra of selected DOM samples. FTIR absorption intensity at
1725 em! is ascribed to C=0 stretch in COOH, 1620 cm-! to aromatic C=C
stretch, 1270 cm-! to C—OH stretch of phenolic C, and 1150 cm-! to C—OH stretch
of aliphatic OH (29).
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Figure 2. Structures of some quinones.

It is important to note that none of these molecules has been shown to be
present in NOM. The structures are shown as examples only. There can be a
considerable number of structural features imbedded within NOM molecules that
exhibit quinone-like redox behavior, and redox transformations of these moieties
can span a wide range of accessible electron potentials. The presence of a one-
electron transfer reaction to semiquinone-type free radical intermediates further
enhances the possible roles of such moieties in reversible redox transformations
of NOM (Fig. 3).

o] (oh OH
+e + (H" + €)
- € - (H* + )
o] 0 OH
benzoquinone semiquinone hydroquinone

Figure 3. Structural diagram showing the redox reaction of a quinone, through
the free-radical semiquinone intermediate to the fully reduced hydroquinone.

The presence of free radicals in NOM samples has been verified many times
(recently, e.g. (30)). This reference reports the use of electron paramagnetic
resonance (EPR) to show the presence of semiquinone-type radicals in aquatic
NOM, along with smaller concentrations of carbon-centered “aromatic” radicals.
At alkaline pH values, the semiquinone-type radicals dominate. Organic radical
concentrations in NOM adjusted to pH 6.5 before freeze-drying are related to iron
and aluminum contents.
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Ultraviolet and visible irradiation of solid NOM can lead to more than
a 10-fold increase of the concentration of organic radicals. The radicals are
long-lived and have the same EPR properties as the original radicals. Similar
effects were not observed with isolated humic- and fulvic acids, demonstrating
the limited relationships of the environmental properties of these isolates to the
original NOM in the samples (30). The roles of quinone-like free radicals in
electron transfer reactions involving microorganisms also have been established
(31). The importance of quinone-like molecules in the redox chemistry of natural
organic matter is further discussed in elsewhere in this volume (32, 33).

The discussion above illustrates that one of the most important “moieties” in
the determination of NOM redox properties is the proton. The effects of pH on
the properties of NOM, including metal chelation, molecular aggregation, optical
properties and redox behavior, cannot be underestimated. Reference to almost any
of the articles cited in the remainder of this chapter illustrates this importance. As
one can infer from the data presented in reference (30), also cited above, redox
activity of NOM generally increases with increasing pH (see also (34)).

Consideration of other possible moieties in NOM that are involved in
reversible redox activity does not reveal many obvious choices. Among the
most abundant structural features in NOM, only oxygen-containing structures
are relevant. There are only a few literature references that report NOM redox
activity that is not ascribed to aromatic, oxygenated moieties such as quinone-like
or phenolic structures, and none that associate structures to such activity (30, 35).

There are, however, some less common and less well investigated
possibilities.  In particular, sulfur species may be important in certain
environments. Aqueous sulfide is known to form addition products with phenolic
compounds (36) and fulvic acids (34), and these have been shown to be important
in redox reactions of quinones (37) and fulvic acids (38). In addition, bisulfide
linkages similar to those present in certain amino acids have been shown to
reduce NOM (39) and also be minor constituents of native NOM samples. The
possibility of redox activity by other sulfur-containing species in NOM cannot be
discounted, but has not been investigated to any significant extent (40).

The possibility of redox activity by nitrogen-containing species, separate
from aromatic nitrogen in quinone-like structures, cannot be eliminated, though
there seem to be few likely candidates. Solid-state 13C and SN NMR evidence
shows that heterocyclic nitrogen moieties are present as very low fractions of
the N content of NOM (4/). Amines and amides are other possibilities, but their
lability under environmental conditions has led some researchers to question their
sustained presence in NOM. In any case, considerable disagreement seems to be
present as to the dominant structural characteristics of nitrogen-containing NOM
groups. A recent review (42) states that existing evidence supports amide N as the
dominant chemical form of N in NOM, and that free amino acids are present as
well. Heterocyclic N is a less significant contributor. Amide groups within NOM,
which can have a net positive charge, whereas NOM has a net negative charge
under typical environmental pH conditions (43), may have important impacts on
NOM molecular conformation, interaction with mineral surfaces, and retention of
nutrients or contaminants (44). However, little or no research has been reported
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as to the possible involvement of nitrogen-containing functional groups in the
reversible redox chemistry of NOM.

Finally, the role of metal-organic species in NOM redox reactivity must be
considered. As indicated above, metal complexation and chelation are important
aspects of NOM chemistry. It is unreasonable to expect that the presence of redox-
active metals such as iron within the structure of NOM molecules will not affect
the redox properties of the system. Considerable research has confirmed that
metal ions, particularly iron(IT) and iron(III), have a strong influence on the redox
chemistry of NOM. It is beyond the scope of this chapter to discuss the detailed
nature of these effects, and the reader is referred to the considerable literature on
this subject (see for example, (45-48)).

Redox Chemistry of NOM

The role of NOM in aquatic redox chemistry has most often been described in
terms of its ability to act as an electron transfer mediator (32). Reduced NOM can
be oxidized by the transfer of electrons to an electron acceptor and then be reduced
again by a more abundant electron donor in the system. The details of this role are
discussed in following chapters of this book (32, 33), and need not be described
here. One of the important variables to be quantified in assessing the ability of
NOM to be involved in redox transformations is its capacity to accept (EAC) or
donate (EDC) electrons in reversible reactions. Samples of NOM differ on their
carbon normalized EACs and EDCs, depending upon the details of the chemical
make-up of the NOM samples; that is, NOM has redox properties that depend on
the source and history of the sample. Details as to the sources and causes of these
variations in NOM properties are not well understood.

One problem with investigations of NOM redox chemistry is that the literature
associated with determination of EACs and EDCs of NOM suffers from a lack of
consistency in the terminology used to describe redox capacities and the methods
used to measure them. In general, procedures to measure redox capacity involve
the determination of the extent of reduction or oxidation of an external electron
donating species and/or the reduction of an electron accepting species. That is:

Reduced NOM sample + Electron acceptor — Oxidized NOM; or
Oxidized NOM sample + Electron donor — Reduced NOM

Measurements of the consumption of electron donating or electron-accepting
species can then be used to determine the capacity of the NOM sample to mediate
redox reactions. There are several inherent conceptual difficulties with these
important experiments. In principle, NOM can exist in a continuum of redox
states within a range of redox potential (33), so discussion of oxidized or reduced
NOM samples must be placed within a well-defined regime of redox potentials
and system compositions. Within this range of conditions, NOM redox reactions
are reversible and NOM degradation (mineralization) is minimal. Within this
range of conditions, we can attempt to define a fully oxidized and a fully reduced
state of NOM.

93
In Aquatic Redox Chemistry; Tratnyek, P., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2, 2011 | doi: 10.1021/bk-2011-1071.ch005

So, what is oxidized NOM? How can this state be described? The relevance
of this question is perhaps most clearly illustrated by the fact that, for certain
reactions, NOM samples that have been continuously exposed to light and
atmospheric oxygen for long periods retain the ability to reduce certain species,
for example As(V) (49, 50). Also, reaction of chemically reduced NOM with
atmospheric oxygen and light for long periods does not remove the ability of
the NOM to reduce iron(IIl) associated with the NOM molecules (57). Though
redox stability in the presence of dioxygen is well known, this kinetic stability of
reducing power under environmental conditions is rather remarkable. The causes
and NOM structural features involved in this kinetic stability are unknown.

What is reduced NOM? Does the redox state of reduced NOM depend upon
whether the sample was reduced abiotically or by microbial processes? What
reactions and/or reagents should be used to determine redox capacities (the carbon-
normalized number of moles of electrons to take an NOM sample from a fully
oxidized to a fully reduced state)? The results clearly will depend on the redox
potential of the chemical (or electrochemical) agent chosen to reduce the sample.
These questions should be answered in a generally accepted manner in order to
develop a comprehensive understanding of the redox capacities of NOM samples
and the structural differences that cause observed differences.

To illustrate this confusion, consider the following. The amount (moles) of
electrons transferred to an added oxidant by an unmodified NOM sample has been
called “oxidation capacity” by Struyk and Sposito (52). Kappler et al. (53) used
the name “reducing capacity” to describe the same process and “total reducing
capacity” to describe electrons transferred to an oxidant from a chemically reduced
NOM sample. Chen et al. (54) defined “oxidation capacity” to describe reaction
of both microbially-reduced and non-reduced NOM samples.

Peretyazhko and Sposito (55) have recently proposed a unified nomenclature
and a unified chemical approach to the determination of NOM redox capacities.
They propose the generic term, “Reducing Capacity”, to define the moles of
electron charge per mole of carbon transferred by a NOM sample to an added
oxidant, as observed over laboratory timescales. As special cases, they propose
three new definitions: native reducing capacity (NRC) for samples with no
reduction pretreatment in the laboratory; chemical reducing capacity (CRC) for
samples that have been completely reduced chemically; and microbial reducing
capacity (MRC) samples that have been completely reduced microbially.

They further proposed that chemical reduction be defined as reduction in the
laboratory by gaseous hydrogen over a Pd/carbon catalyst. Microbial reduction
capacity is assessed using an indigenous population of soil microorganisms,
following the approach of Nevin and Lovley (56) and Kappler et al. (53), which
is standard practice in studies of reductive transformations in natural soils (57).
The reactions with oxidants were suggested to be standardized to the use of ferric
citrate as the oxidant, by which the moles of reduction are measured as the moles
of ferrous citrate produced. Using such standardized techniques, it is possible
(at a given pH value) to determine the reduction capacities, and the native redox
state of NOM samples in a well-defined manner, permitting comparison of NOM
reducing capacities with structural parameters and with environmental conditions.
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It is notable that recent experiments have been reported that provide an even
more unambiguous method to measure electron donating and accepting capacities
on NOM. It is somewhat obvious that the conceptually ideal method of measuring
electron-accepting capacities is to directly use electrons for such measurements.
Such a method has recently been reported by Aeschbacher et al. (58) and this
method promises to provide new insights into the redox chemistry of NOM.
This method, which uses straight-forward electrochemical techniques with added
electron transfer mediators, can provide definitions of the electron accepting and
electron donating capacities of NOM samples without the ambiguities associated
with the choices of the reduction or oxidation agents employed in other techniques.
It is, however, not a simple method, either conceptually or in terms of equipment
and expertise required. It is our opinion that this technique, and developments
that will almost certainly result from its application and improvement, represents
a breakthrough in our ability to understand in detail the factors that control the
redox chemistry of NOM. However, it will not replace the simple techniques
described herein for routine, semi-quantitative techniques for estimation of NOM
redox capacities that are usable in less well-equipped laboratories and in field
analyses. It will also be limited to the types of information that can be provided
by electrochemical titrations, as compared to spectrophotometric techniques.

Predicting NOM Redox Activity

We have now discussed in some detail the general nature of the chemistry
of NOM, including the chemical structures that are important to redox chemistry.
We also have detailed methods to define and determine the redox capacities (or
reduction capacities, as suggested above) of different NOM samples. It would
be helpful at this point if one could describe some reasonably accurate methods
to predict the relative redox properties of NOM samples based on comparatively
simple and straightforward observations and/or laboratory procedures.

The first helpful consideration is the origin of the NOM sample. As indicated
near the beginning of this chapter, the origins of aquatic NOM include the
decay products of senescent plant and microbial material. There is a commonly
applied distinction among aquatic NOM samples relating to whether the NOM
originates primarily from processes within the aqueous system under investigation
(autochthonous NOM, (59)) or from sources within the catchment of the water
body but not within the water body (allochthonous NOM, (60)). In fact, these
distinctions are important to redox chemistry. To the extent that autochthonous
NOM is derived primarily from microbial or non-woody aquatic plants (not
containing lignin), and to the extent that it is not from an environment that
has never been exposed to degradation processes that remove labile organic
constituents such as amino acids, it contains much lower amounts of aromatic
(vs. aliphatic) constituents and, therefore, has a much lower carbon-normalized
reducing capacity (67). Allochthonous NOM, on the other hand, is dominated
by the breakdown of woody plants and has a much higher aromatic content (60).
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Allochthonous NOM is, therefore, much more redox active than autochthonous
NOM (51).

The more aliphatic nature of autochthonous NOM means that it has a higher
content of carboxylic protons relative to phenolic protons, suggesting that pH
titrations, or spectrophotometric pH titrations (26) may provide indicators of redox
activity. Samples with relatively low contents of phenolic vs. carboxylic protons
can be expected to have relatively lower redox capacities. Thus one rather simple
indicator of the relative redox capacities of NOM is the pH titration described
earlier in this chapter.

Another possible indicator of redox activity is specific ultraviolet absorption
(SUVA). This property is easily measured, as also described earlier in this chapter.
In the absence of significant concentrations of iron, nitrate, nitrite or high levels of
amino acids, NOM SUVA values reflect the relative content of aromatic moieties
in the sample. This suggests a relationship between SUVA values and NOM redox
activity, which is supported by some studies of NOM-mediated properties (29, 34)
but not others (62). Other spectral properties can be added to SUVA for a more
comprehensive picture, but SUVA alone can often be helpful.

Infrared spectra also have been shown to have utility in the determination of
NOM redox capacities. Blodau et al. (29) have recently shown that the ratios of
the intensities of either the 1725, the 1620 or the 1270 cm-! FTIR peaks to the
intensity of the peak at 1150 cm-! (see Fig. 1) correlate reasonably well with the
variable EACs of NOM samples.

Finally, there has been a considerable amount of attention in the literature
to the potential use of fluorescence spectroscopy to characterize NOM samples
(63, 64), especially to distinguish among allochthonous and autochthonous
characteristics of NOM (65, 66). This is made possible by the fluorescence
of certain amino acids (e.g. tryptophan and tyrosine) that are residuals in
autochthonous NOM sources. In addition, fluorescence spectroscopy can be
useful to qualitatively differentiate not only NOM components of samples from
varying origins, but also NOM subcomponents with varying compositions and
functional properties. For example, polyphenolic-rich NOM fractions exhibit a
much more intense fluorescence and a red shift of peak position in comparison to
carbohydrate-rich NOM fractions (67).

More relevant to this chapter, several recent publications have reported an
ability of statistical analyses of excitation emission matrixes (EEMs) produced
from fluorescence spectroscopy to assess the redox state of NOM samples
(68-72). These studies employed parallel factor analysis (PARAFAC) to resolve
3-dimensional fluorescence spectra (fluorescence intensity recorded over a range
of emission and excitation wavelengths) into components that may represent
fluorophores, or in complex mixtures such as NOM, may be “approximations of
the effects of other local processes (quenching or intra molecular charge transfer)
occurring” ((73), p. 574).

Miller et al. (68) presented a reducing index (RI), which is a metric calculated
from the loadings of reduced and oxidized quinone-like components identified
from the 13-component parallel factor analysis (PARAFAC) model of Cory and
McKnight (70). Specifically, RI is a ratio of several PARAFAC components that
were assigned to quinone-like NOM moieties: the sum of four reduced (one
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hydroquinone-like, HQ, and three semi-quinone-like, SQ1, 2, and 3) components
to the sum of the loadings of the four reduced and three oxidized (quinone-like,
Ql, 2, and 3) components identified using the PARAFAC model (68). Several
recent publications have indicated variations in RI attributed to seasonal and
source variations in DOM (68, 69, 74).

In contrast, Macalady and Walton-Day (75) showed that induced redox
changes in NOM samples had no substantial effect on RI values, and concluded
that the identification of reduced and oxidized quinone-like components in the
PARAFAC model was questionable. These results are consistent with conclusions
reported in another recent study that showed little change in fluorescence under
electrochemical reduction and aerobic re-oxidation of a humic substance (76).
They are also consistent with results from a third study that found optical
properties of a suite of structurally diverse quinones/hydroquinones that are not
compatible with the PARAFAC assignments of Cory and McKnight, and that
large optical changes observed under borohydride reduction could not be assigned
to quinones (77).

Miller et al. (78) suggested that inner filter effects caused by using samples
having absorbance at 254 nm (A254) between 0.3 and 1.0 absorbance units might
have obscured changes in the redox signature of the fluorescence spectra reported
by Macalady and Walton-Day (75). To address this question of whether highly
absorbing samples caused inner filter effects that obscured the redox signature
of oxidized and reduced quinone-like components in the Macalady and Walton-
Day study (75), we assessed the reducing index of samples having a range of
A254 values between 0.2 and 0.7 absorbance units, and also conducted a series
of redox experiments on samples having initial A254 values less than or equal to
0.3 absorbance units.

The experiments utilized four samples: two natural NOM samples collected as
grab samples from the Black River in Michigan (location: 46.45121 N, 87.95093
W) on June 10 and October 27, 2010, and two extracts of black walnut husks
created by soaking crushed walnut husks in deionized water for 10 weeks at 4
degrees C and then decanting the extract. Walnut husks are rich in juglone (5-
hydroxynapthoquinone), a natural quinone (79). For the redox experiments, the
NOM samples were first diluted to DOC concentrations such that A254 values
were 0.3 absorbance units or less. These samples were then subjected to oxidation
or reduction experiments designed to produce fully oxidized or reduced NOM.
For oxidation, the samples were exposed in open containers to mid-day sunlight
(in Golden, Colorado in early-March 2011) for periods of 4-9 hours (80, 81). Two
methods of reduction were used. In the first, de-oxygenated samples were exposed
to metallic zinc for 24-48 hours (29, 75), and were filtered and maintained under
anaerobic conditions prior to UV-visible spectral and fluorescence analysis. In the
second, 50-mL samples were spiked with approximately 1.0 g of either Pt/graphite
or Pd/alumina catalyst and sparged with gaseous H» for 1-2 hours (53, 82). These
samples were maintained under the resulting H, atmosphere prior to filtration and
UV-spectral and fluorescence analyses, which were performed on samples placed
in sealed cuvettes for the appropriate spectral analysis in a glove box under an
atmosphere of 5% H» in N».
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Table 1. Sample type, dilution, redox treatment, reducing index (RI) and
absorbance at 254 nm (A254) for Black River and Walnut Husk Extract

samples
Dilution | Treatment | RI RI New | A254 Proportion Comments
Quinone-like
Components
Black River, 10 June 2010
17.40% None 0.70 0.70 0.28 0.45
23.40% None 0.70 0.70 0.37 0.45
30.20% None 0.69 0.69 0.48 0.46
35.10% None 0.68 0.68 0.54 0.45
40.20% None 0.70 0.70 0.62 0.46
16.57% 5 hr sun 0.66 0.66 0.28 0.44
12.35% H, 0.09 0.23 0.51 0.42
12.35% H, 0.09 0.24 0.51 0.42 Lab Rerun
Black River, 27 October 2010
16% None 0.72 0.72 0.22 0.48
24% None 0.72 0.72 0.34 0.48
16.44% 5 hr sun 0.64 0.65 0.29 0.44
16.35% Zn 0.73 0.73 0.21 0.56
Walnut Husk Extract 1
0.80% None 0.78 0.78 0.22 0.50
1.21% None 0.78 0.78 0.32 0.50
1.21% None 0.79 0.79 0.32 0.53 Lab Rerun
2.00% None 0.79 0.79 0.53 0.52
2.51% None 0.79 0.79 0.67 0.53
1.03% Zn 0.73 0.73 0.28 0.51
1.03% H, 0.16 0.29 0.53 0.42
Walnut Husk Extract 2
1.00% None 0.82 0.82 0.24 0.56
1.00% None 0.82 0.82 0.24 0.55 Lab Rerun
2.01% None 0.81 0.81 0.47 0.55
1.08% 4 hr sun 0.81 0.79 0.30 0.43
0.40% 5 hr sun 0.80 0.79 0.30 0.41
0.40% 5 hr sun 0.80 0.79 0.30 0.40 Lab Rerun
0.27% 9 hr sun 0.79 0.78 0.30 0.39

Dilution is the proportion of the original sample. RI New is the reducing index
recomputed using only non-negative component loadings. Proportion quinones is the sum
of the proportions of all non-negative quinone components from the PARAFAC model
(C2, C4, C5, C7, €9, C11, and C13); hr, hours; H,, hydrogen treated. (Shaded rows
indicate sample EEMs presented in Fig. 5).

Three-dimensional fluorescence spectra (emission wavelength, excitation
wavelength, and fluorescence intensity in Raman Units) were obtained on a
Fluoromax 4 (Horiba Jobin Yvon, Edison, NJ). Data were corrected for excitation
and emission, were normalized to the area under the Raman curve, and a common
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inner filter correction was applied consistent with the methods of Cory and
McKnight (70) and Macalady and Walton-Day (75). Corrected data were fitted
to the Cory and McKnight (70) PARAFAC model by Kate Murphy, University
of New South Wales. A set of samples (where data and correction factors were
generated using a Fluoromax 3) that had been previously fitted to the Cory and
McKnight model was included with these new samples and the model fits were
identical, indicating consistency with previous data presented in Macalady and
Walton-Day (75). Proportions of component loads were calculated by dividing
the loading of each component by the sum of all component loadings. For a
few samples, there were negative loadings for some of the components of the
model. These negative loadings were excluded from the sums of loadings used to
calculate the proportion of each component to the total load. As shown in Table
1, RI was calculated using the raw data and the new RI was calculated using the
sum of component loadings that excluded negative component loadings.

Although a detailed discussion of the results of these experiments is
beyond the scope of this chapter, the following limited discussion is presented.
It proceeds under the assumption that the assignment of certain PARAFAC
components to oxidized or reduced quinone-like moieties is correct. Recent
research (76, 77), in addition to the work of Macalady and Walton-Day (75),
strongly suggests that these assignments of statistical components to quinone-like
moieties is questionable. As shown below, our current results generally support
this conclusion. We use the component assignments of Cory and McKnight (70)
in this discussion: components C2 (Q2), C11 (Q1) and C12 (Q3) are assigned
to fully oxidized quinone-like components; C5 (SQ1), C7 (SQ2) and C9 (SQ3)
are assigned to semi-quinone-like components; and C4 (HG) to fully reduced
hydroquinone-like components.

The results of these experiments are summarized in Table 1 and Figs. 4 and
5. First, the results shown in Table 1 establish that, for these samples, increases
in UV absorbance at 254 nm (A254) have no substantial effect on the calculated
RI values for these samples. In these trials, A254 values between 0.22 and 0.67
were observed in dilutions of untreated samples without changes in calculated RI
values, so inner-filter effects did not have an appreciable effect on RI values and
cannot be used as an explanation to negate the effects of sample treatments on RI
values.

The Black River samples came from a small, shallow stream that is expected
to be saturated or nearly saturated with O,. The samples were not stored in an
oxygen-free condition prior to analyses. It is, therefore, quite unexpected to find
a model prediction that shows about 70% of the quinone-like moieties in semi-
reduced or fully reduced forms. Exposure to very oxidizing conditions (open,
shallow dishes exposed to bright sunlight) did indicate very slight decreases in the
calculated RI (oxidation), but, not nearly so dramatic as those reported by Miller
et al. (68) for winter to summer changes in RI values (changes from 0.5 to 0.3).
The slight changes in RI are explained in the Black River June samples by a slight
increase (up to 2 percent) in the C11Q1 and C12Q3 oxidized components and a
slight decrease (up to one percent) in the C5SQ1 and C7SQ2 semi-quinone-like
components, and in the Black River October samples by a slight increase (up to 2
percent) in the C11Q1 oxidized components and a slight decrease (up to 3 percent)
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in the C5SQ1 and C7SQ2 semi-quinone-like components, which is consistent with
oxidation of a semi-quinone-like component to a quinone-like component.
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Figure 4. Stacked bar graph showing proportion of each component resulting
from application of a 13-component PARAFAC model (70) to Black River and
Walnut extract samples. Gray bars represent oxidized quinone-like components
(01-03). Reduced quinone-like (semi (SQ1-SQ3)- and hydro-quinone(HQ))
components have hatched patterns and occur above the quinone-like components.
Bar labels on x-axis indicate UV absorbance (A) at 254 nm and redox treatment
applied to sample, where applicable.

However, as Fig. 4 illustrates, there were no concomitant decreases in the
fully reduced quinone component. Furthermore, extreme reduction with H> and a
noble metal catalyst showed a dramatic decrease in the calculated RI, indicating
oxidation, not reduction. Reduction with zinc metal produced a calculated RI
value that is not substantially different from the RI value before treatment. It must
be concluded that the RI calculated from this PARAFAC model of fluorescence
spectra and corresponding assignments of components to chemical moieties does
not consistently indicate the redox status of the Black River samples.

The walnut husk extracts utilized in these experiments were prepared in
brown-glass, sealed containers with little exposure to light or atmospheric oxygen.
Although the samples were not protected from atmospheric exposure during
filtration, dilution, and analyses, it might nevertheless be expected that these
samples represent a more reduced state of NOM than the Black River samples. It
is also expected that the walnut-husk extracts should be much richer in quinone
and quinone-like components, because walnut husks are known to be rich in the
water-soluble, substituted naphthoquinone, juglone (79).
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Figure 5. Corrected EEMs for (a) Walnut Husk Extract 1, untreated, (b) Walnut
Husk Extract 1, Zn reduced, and (c) Walnut Husk Extract 1, H reduced. Color
scales indicate fluorescence intensity scale in Raman units.

In fact, one of the PARAFAC components for the untreated walnut-husk-
extract samples, C7, which is identified as originating from semi-quinone-like
moieties, is shown to be substantially enriched compared to the Black River
samples (Fig. 4), in support of the conjecture that this component, C7, may be
associated with quinone-like moieties. Also, the total proportion of quinones as
measured by the sum of the 7 quinone-like components is slightly enriched in the
walnut husk samples relative to the Black River samples (Table 1) supporting
the idea that there are more quinones in the walnut husk samples. In addition,
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the RI values calculated for the untreated walnut-husk extracts are about 10%
higher (Table 1) than those for the untreated Black River samples, supporting the
expectation that these untreated samples were in a more reduced state than the
untreated Black River samples.

However, these results from a cursory comparison of the EEMs for the Black
River samples compared to the walnut samples, while first appearing to provide
some support for the assignments of the components in the PARAFAC model (70),
are not consistent with the results for oxygenated and reduced walnut-husk-extract
samples. For the walnut samples, reduction by zinc or hydrogen reduced the
calculated RI, indicating that oxidation, not reduction had occurred (Table 1).

EEMs (see online version for color figures) for untreated, zinc-reduced and
hydrogen reduced walnut husk extract 1samples are shown in Fig. 5. The first
impression is that these spectra are strikingly different from one another. So there
is no question that these samples are chemically different. Yet the RI’s calculated
from the PARAFAC model of these EEMs show oxidation, not reduction (Table
1). It is notable that, for the zinc-treated sample, the EEMs show a slight change
in shape and size of the peak in the protein (83) region (~Emission 340, Excitation
280) and the hydrogen-treated sample shows a blue shift of the two other major
peaks. This blue shift with hydrogen reduction is consistent with fluorescence of
samples occurring with borohydride reduction as reported by Ma and others (77).

Exposure to sunlight and O», which should have a dramatic oxidation effect
if the samples start out in a reduced state, showed no substantial change in the
calculated RI values. Thus, the walnut data also support the conclusions of
Macalady and Walton-Day (75) and Ma et al. (77). These are that the PARAFAC
model of Cory and McKnight (70) and their subsequent assignment of certain
components to quinone-like moieties within NOM samples does not provide a
reliable representation of NOM redox chemistry.

There are several possible explanations for these difficulties with the model
assignments. Two categories of explanations are discussed briefly here. The first
is the possibility that the model itself does not provide an accurate representation
of the three-dimensional data in the EEMs spectra of these samples. Indeed,
some studies have advised caution applying existing PARAFAC models to new
datasets (73, 84, 85). First, the fact that the model was forced to provide negative
values for the component loadings for some components and samples indicates
problems with fitting the data to the model. Negative loadings, of course, have no
chemical or physical significance. Also, although the residuals calculated for the
goodness of fit of the data to the model were low (less than or equal to 10% of the
fluorescence intensity, which is the same criterion used to judge good fit in other
studies, e.g. (71, 74)), non random structure observed within the model residuals
indicated that the model did not provide an acceptable fit to the fluorescence data
(73) (Kate Murphy, University of New South Wales, written communication,
2011).

Finally, the new data set was generated using a Fluoromax 4, and the Cory and
McKnight model (70) was built using data generated on a Fluoromax 3. Although
correction techniques applied to each dataset were consistent with manufacturer’s
recommendations and between data sets, there may be data biases related to the
use of different instruments and laboratory procedures (86, 87) that caused some
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of the observed lack of fit of our data with the Cory and McKnight PARAFAC
model (70). These observations suggest that a different PARAFAC model for
interpretation of EEMs spectral patterns built using these samples may provide
the information we seek with respect to the chemical features of NOM samples.

The second category of explanation relates to ambiguities in the assignment
of PARAFAC components to individual types of chemical species within the
NOM sample. Here, we are suggesting that even if an appropriate PARAFAC
model is available, assigning individual components to a specific chemical analyte
is highly problematic. In this study, there are at least two alternative possibilities.
The first is that the assignments of certain components to certain moieties within
the system of quinone-like species is merely mixed up. The wrong components
are assigned to one or more of the relevant species. If this is the case, then
the model can be modified to provide the information we seek. For instance,
inspection of Figure 4 shows that in the walnut husk extract 2 sample, component
C6 increases with photochemical oxidation as component C7 decreases indicating
that relative proportions of these two components are changing with oxidation and
suggesting that these two components may represent redox-active constituents
within the NOM. Is C6 the oxidized equivalent of C7? This might prove to be
an avenue for additional investigation, but is not supported at this time. Indeed,
Murphy et al. ((84), p. 2915) conclude that, PARAFAC spectra from OM
(organic matter) data sets describe, “the probabilistic distribution of an ensemble
of individual spectra belonging to a range of spectrally similar chemical moieties
from a range of sources, rather than exact chemical spectra”.

If, on the other hand, the fluorescence of one or more of the quinone-like
moieties is very weak or otherwise swamped by the fluorescence of unrelated
NOM chemical constituents and cannot be isolated from the overall EEMs pattern,
then there is little or no hope of providing a means by which a meaningful index
can be obtained from fluorescence data to indicate the redox state of quinone-like
constituents in NOM samples. Unfortunately, this latter explanation is likely the
correct one, as available data indicate that fluorescence of quinone moieties is far
too weak to be isolated in fluorescence spectra of NOM samples (77, 88).

Summary

Natural organic matter has been described in terms of its origins, operationally
defined fractions and chemical composition. It is an inherently complex group
of polyfunctional organic acids with composition that reflects its botanic and
microbial origins and geochemical history. Aquatic NOM, the only form discussed
in this chapter, refers to NOM that remains in solution in aqueous systems and
has a ubiquitous presence in all natural waters. The oxidation/reduction, or redox,
chemistry of aquatic NOM is especially interesting because of its reversibility and
its potential participation in a wide range of environmental processes, from action
as a mediator of redox reactions of pollutant organics to participation in electron
transfer processes in microbial processes. Discussions of aquatic NOM chemistry
are hampered somewhat by its chemical diversity, and also by its tendency
to exhibit properties that depend significantly on sample origins and history.
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Analytical determinations of chemical structures that represent the composition
of aquatic NOM are generally unsatisfactory in terms of their completeness and
ability to predict the relative behaviors of NOM samples in a given geochemical
process.

The chemical structures within NOM that are active in environmental redox
reactions are not completely quantified, though a major role of quinone-like
structures is well established. The minor presence within NOM under predominant
oxic conditions of incompletely oxidized moieties has been verified, but the
structures responsible for this activity are unknown.

The redox activity of NOM is described in terms of its redox capacity, the
carbon-normalized ability to accept or donate electrons, and its redox state,
the relative proportions of oxidized and reduced redox-active components
within the NOM system. The redox capacity of an NOM sample is related in a
semi-quantitative way to its aromatic character (SUVA) and pH. Fourier-transform
infrared spectroscopy has also been used to quantify the relative amounts of
redox-active components in NOM samples. The redox capacity of NOM can
be determined in a variety of ways, including redox titrations with a variety of
oxidants and reductants, including direct electrochemical titration. Standardized
methods for such procedures have not been developed, but progress has been
made.

The redox state of an NOM sample refers to the relative extent that the
redox-active functional groups are oxidized or reduced. Electrochemical titration
is a recently developed method that shows promise as a standard method to
determine the relative redox states of NOM samples (58, 76). A recently
proposed method for assessing the redox state of NOM samples which involves
projecting 3-dimensional UV-visible fluorescence spectra of NOM samples
upon a previously derived 13-component PARAFAC model has been evaluated
experimentally. The observed failure of the method to consistently predict the
redox state of our NOM samples may be due to a number of potential factors,
including inadequacies in the original model and/or the fact the that model does
not apply widely. Another possibility is that the underlying hypothesis that
the redox state of quinones in NOM samples leads to predictable changes in
fluorescence, is flawed. Thus, while there may be changes in EEMs of NOM
samples that are associated with reversible changes in the redox status of the
sample, current models are clearly incapable of exploiting these changes to
enable understanding of the redox status. There is continuing discussion about
the application of fluorescence to understanding the redox state of NOM samples,
and new developments may bring new insights. The application of PARAFAC
to this question would benefit from consistent and rigorous application of the
technique as recommended in Stedmon and Bro (73) and Murphy et al. (87).
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Chapter 6

Electron Shuttling by Natural Organic Matter:
Twenty Years After

Garrison Sposito*

Departments of Environmental Science, Policy & Management and Civil &
Environmental Engineering, University of California, Berkeley, CA 94720
*gsposito@berkeley.edu

The progress of science shows completeness and a logical
development only in the settings provided by textbooks and
review articles. Living science, like living human beings,
invariably exhibits partial truths, tentativeness, trial-and-error,
and subjectivity. The development of the concept of electron
shuttling by natural organic matter is not an exception to this
paradigm. In the following essay, the story of this development
will be retold heuristically to endow it with a more logical
structure, providing both a template for future research and a
perspective on the contributions made by Donald Macalady.

The Beginnings

Our story begins, as is often true for innovative science, with a heuristic
hypothesis, one concerning the mechanisms of reactions that degrade organic
pollutants, such as pesticides, reductively—but abiotically—in soils, sediments,
and natural waters. This hypothesis was put forth by Tratnyek and Macalady (/),
who closed a decade-long debate about the dominant pathways of these reactions
with a deductive insight that is also a model of scientific parsimony: “Speculation
regarding the agents responsible for abiotic reduction of organic pollutants most
commonly emphasizes ferrous iron or complexes of ferrous iron. However, it is
a common generalization that natural organic matter is a strong reducing agent,
and organic matter will reduce metals that can, in turn, reduce organic pollutants.
Presumably, organic matter can also reduce organic pollutants directly. Studies
to date have not identified the reducing site(s) on natural organic matter though
they are likely to be associated with polyphenols, especially those with para
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orientation, i.e. hydroquinones”. Thus, it was proposed that organic pollutants
might be reductively degraded abiotically by electron transfer from reduced
moieties in natural organic matter.

Proof-of-principle confirmation of the Tratnyek-Macalady hypothesis
appeared soon afterward in a seminal paper by Dunnivant et al. (2). Using
samples of aquatic organic matter extracted from 10 different natural waters, they
quantitatively demonstrated its role as a mediator in the reductive degradation of
substituted nitrobenzenes in aqueous solutions containing H>S as an exogenous
electron donor. They concluded that “under redox conditions typical for
sulfate-reducing bacteria and, particularly, for methanogenic environments where
reduction potentials well below —0.2 V have been measured, the abiotic reduction
of nitro aromatic compounds by reduced [natural organic matter] constituents may
be a significant transformation process. Various results of this study suggest that
the reactive [natural organic matter] constituents may be quinone-type moieties
which have recently been shown to be present in aqueous fulvic and humic acid
samples.”

Dunnivant et al. (2) summarized their results conceptually with a now-iconic
diagram (see Scheme 1) depicting rapid electron transfer from a “Bulk Donor”
[H2S(aq) in their experiments] to a ‘“shuttle” (natural organic matter), which
then transfers electrons at a moderate rate to an organic pollutant. With further
prescient insight, they noted that “the reduction potential of natural systems is
generally controlled by microorganisms, thus ‘bulk’ electron donors and reduced
forms of electron-transfer mediators may also be replenished through microbial
processes.” In other words, natural organic matter, serving as a mediator of the
reductive degradation of an organic pollutant, could be reduced, not by only
by exogenous chemical electron donors, but also by microorganisms; and these
same microorganisms could sustain the process by continually replenishing
any electrons lost through subsequent reductive degradation of a pollutant.
Accordingly, one could replace “Bulk Donor” in the two-step electron-transfer
diagrammed by Dunnivant et al. (2) with “microbial consortium,” then apply the
diagram, thus broadened in scope, to the mediation of reductive degradation by
any moiety in natural organic matter that is reducible by microbes.

A similar broadening of the electron-transfer scheme of Dunnivant et al. (2)
is possible, if its second step, the reductive degradation of an organic pollutant,
is replaced by any reduction reaction susceptible to mediation. This innovation
was in fact already being explored independently by McBride and his coworkers
(3, 4) at the same time as Tratnyek and Macalady (/) were enlisting synthetic
hydroquinones to mediate the reductive degradation of nitro aromatic pesticides.
Kung and McBride (3), for example, demonstrated that synthetic hydroquinone
can promote the reductive dissolution of the mixed-valence manganese oxide,
hausmannite (Mn30O4), which is found commonly in soils. They noted that
such quinone mediators can be expected from “the microbial breakdown of
plant residues and humic substances”. Their results were summarized in an
electron-transfer diagram like that of Dunnivant et al. (2), but with a manganese
oxide shown instead of an organic pollutant. Thus the terminal electron acceptor
in the two-step scheme can be either organic or inorganic, contaminant or nutrient.
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Bulk Donor Shuttle Contaminant

(Oxidized) \ / (Oxidized) y\ / (Oxidized)

High Rate Moderate Rate

Bulk Donor /\ Shuttle /\ Contaminant

(Reduced) (Reduced) (Reduced)

Figure 1. Conceptual scheme for shuttle- mediated electron transfer from a bulk
donor to a contaminant in environmental systems. Adapted with permission from
Dunnivant et al. (2). Copyright 1992 American Chemical Society.

Lovley et al. (5) utilized this broadened scope in a seminal investigation
that fleshed out mechanistic details of the electron-transfer scheme suggested by
Dunnivant et al. (2). Earlier work by Lovley’s research group had discovered that
the culturable bacterium, Geobacter metallireducens, can couple the complete
oxidation of simple organic compounds (e.g., acetate) to the reduction of ferric
iron. Lovley et al. (5) then “...speculated that if G. metallireducens could transfer
electrons to humic substances, then humic substances might stimulate Fe(III)
reduction in a two-stage process in which (1) G. metallireducens oxidizes acetate,
with humic acids acting as the electron acceptor, and (2) reduced humic acids
donate electrons to Fe(Ill)”. Although “humic substances” is not a synonym for
“natural organic matter,” most of the latter is made up of the former, which refers
to a dark-colored, biologically-refractory, heterogeneous family of compounds,
partitioned by solubility criteria into humic acid and fulvic acid, that are the
byproducts of microbial metabolism (6). They may account for up to 80 % of soil
organic matter and up to half of that in natural waters, with the remainder being
identifiable biomolecules.

Using a suspension comprising a poorly-crystalline Fe(Ill) oxide and
commercially-available humic acid, Lovley et al. (5) demonstrated the
greatly-enhanced production of Fe(II) products on timescales of hours when G.
metallireducens and acetate were included; when they were not, or when they were
but no humic acid was present, nothing happened. Additionally, in suspensions
without Fe(III) oxide, acetate could not be oxidized by G. metallireducens when
no humic acid was present to be the electron acceptor. And finally, humic acid
reduced by G. metallireducens then placed in suspension with Fe(IIl) oxide
promptly reduced it to Fe(II) products. Lovley et al. (5) concluded that “such
electron shuttling may greatly facilitate the ability of Fe(Ill)-reducing bacteria
to pass electrons to insoluble Fe(IIl) oxides ...,” thereby putting an additional
microbiological twist on the electron-transfer scheme of Dunnivant et al. (2)
while coining a viral metaphor for the microbial mediation it invokes.
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Is Electron Shuttling Ubiquitous?

The question posed directly above represents the first logical step to take
following the hypothesis of electron shuttling by natural organic matter. It has
several researchable facets. One of them is this: Are the microorganisms that can
reduce natural organic matter ubiquitous? The answer to this essential question
appears to be affirmative, according to a convincing number of laboratory and
field studies that have been published over the past decade and a half (7-175).
They indicate clearly that a broad variety of microorganisms thriving in anoxic
environments (fermenters, iron-reducers, sulfate-reducers, methanogens, etc.)
can do the job. This discovery of the widespread occurrence of microorganisms
that can reduce natural organic matter has had ramifications in microbial
ecology as well, since competitive advantages are conferred to microbes that
use abundant natural organic matter as a terminal electron acceptor (7, 13—16).
Adding fascinating complexity to this issue, reduced organic matter can be
“pirated” by microorganisms that are not themselves able to create it (/7)
and then used for electron shuttling. Of course, such piracy is not limited to
microorganisms. Reduced organic matter prepared in the laboratory by incubation
with aqueous extracts containing microbial consortia, or created abiotically by
either electrochemical or wet-chemical methods, can then be used by humans to
reduce both naturally-occurring or pollutant compounds (/8-21).

It should be emphasized that the evidence for electron shuttling by natural
organic matter presented thus far is circumstantial. This point can be illustrated
by taking a closer look at the study of Kappler et al. (/2) who measured
profiles of Fe(Il), pH, apparent electrode potential (Ey), and microbial population
characteristics in a core of freshwater lake-bottom sediment exhibiting a
strongly-delineated redox zonation. Predictably, they found the content of
acid-extractable (1 M HCI) Fe(Il) to increase with depth, from undetectable in
the top centimeter of sediment [“oxygen (and probably nitrate) respiration zone”]
to a convincing 80 % of the total Fe in a layer directly below and extending
down to four centimeters [“iron-reduction zone”]. Below this layer, the content
of extractable Fe(II) remained uniform.

The trend in pH observed by Kappler et al. (/2) in their sediment core was
a classic signature of reductive dissolution (6): a monotonic increase with depth
throughout the upper 8 cm, beginning from about pH 6.7 to a plateau value of
pH 7.3. The expected downward trend also was observed for Ey, which dropped
monotonically from about +120 mV at the 1-cm depth to reach a plateau value near
—200 mV at the 5-cm depth, the nominal boundary between the “iron-reduction
zone” and the “sulfate-reduction zone,” which was a 3-cm layer exhibiting black
color and undetectable sulfate. On the microbial side, most-probable-number
analyses of the indigenous bacterial populations in the sediment core revealed
that humic-acid-reducing bacteria outnumbered iron-reducing bacteria by up to
two orders of magnitude at any depth in the profile. The Fe(Ill)-oxide-reducing
population was in fact non-negligible only in the “iron-reduction zone,” and
even there it was an order of magnitude smaller than the humic-acid-reducing
population. The Fe(Ill)-oxide-reducers were identified by their ability to produce
detectable Fe(I) in bicarbonate-buffered medium with both added acetate or

116
In Aquatic Redox Chemistry; Tratnyek, P., et al.;

ACS Symposium Series; American Chemical Society: Washington, DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2, 2011 | doi: 10.1021/bk-2011-1071.ch006

lactate and poorly-crystalline Fe(IIl) oxide present. The humic-acid-reducers
were identified by their ability to do the same when humic acid extracted from
the sediment core also was added. These trends with depth provide strong
circumstantial—but definitely not mechanistic—evidence that reducible natural
organic matter in the lake sediment served as an electron shuttle for Fe(III) oxide
bioreduction.

Now, if the answer to the question of ubiquity is to be strongly affirmative,
then it should be possible to add any sort of natural organic matter to any sort
of soil or sediment containing Fe(IIl) oxide minerals and find that under anoxic
conditions, the reduction of these oxide minerals by native iron-reducers in the soil
or sediment is significantly enhanced. Nevin and Lovley (22) apparently were the
first to perform this crucial test, by placing off-the-shelf Aldrich humic acid into
a suspension of contaminated aquifer sediments known to contain a high content
of microbially-reducible Fe(IIl), incubating the sediments (with acetate added
as an electron donor) under anoxic conditions for three months, then measuring
acid-extractable (0.5 M HCI) Fe(Il). Their results showed—unequivocally—that,
although some measurable Fe(Il) was generated in the absence of added organic
matter, the amount produced in the presence of Aldrich humic acid was more
than twice as large as in the control at the end of incubation. Similarly, Rakshit et
al. (23) added commercial soil, peat, and aquatic humic substances to aqueous
suspensions of an Ultisol soil that they incubated under anoxic conditions for one
month without the benefit of an exogenous organic electron donor. Their results
(Figure 1) also demonstrated a clear and substantial enhancement of soluble Fe(II)
production by all of the added humic substances, regardless of their provenance.
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Figure 1. Soluble Fe(Il) production during one month of anoxic incubation in
the presence (blue filled symbols) or absence (red unfilled symbols) of Elliott
soil humic acid (“ESHA”) added to an aqueous soil suspension. [data from

Rakshit et al. (23)]
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Recently, Roden et al. (24) added significant breadth to these results by
quantifying both the electrons transferred to solid-phase natural organic matter
and the acid-extractable (0.5 M HCI) Fe(Il) evolved during separate anoxic
incubations of wetland sediment suspensions in the presence of dissimilatory
iron-reducing bacteria. (Iron was removed from the sediments by extraction with
citrate-dithionate-bicarbonate solution before the electron-transfer experiments
were performed.) Electron transfer to solid-phase organic matter and Fe(II)
evolution were found to be positively-correlated. Since only a relatively minor
number of electrons was transferred in the absence of sediments (filtered
suspensions), and no electrons were transferred in the absence of added bacteria,
Roden et al. (24) concluded that direct electron transfer by the bacteria to
solid-phase natural organic matter in the sediments was largely responsible for
the Fe(III) bioreduction they had observed in unfiltered sediments. This important
mechanistic insight cannot be obtained from the results of either Nevin and
Lovley (22) or Rakshit et al. (23).

Quantitating the Shuttling Capacity

Given the ubiquity of electron shuttling by natural organic matter, the
key question of how to quantify electron shuttling capacity in the laboratory
can be addressed. Peretyazhko and Sposito (25) have reviewed much of the
post-millennium literature seeking an operational definition of an electron-transfer
capacity that can represent the second step in the electron-transfer scheme of
Dunnivant et al. (2) while yielding an accessible quantitative measure of the
shuttling capacity that has predictive value. Since the process at issue is the
abiotic mediation of a reductive transformation, it makes sense, guided by a
suggestion from A. Kappler (4. Kappler, personal communication), to identify
the key shuttling property of the mediator as its reducing capacity. Quantitatively,
reducing capacity is defined as the moles of electron charge, expressed per unit
mass of organic matter (or per mole of carbon), that an electron shuttle makes
available for transfer to an oxidant.

A measured value of reducing capacity will of course depend on the prior
redox state of the electron shuttle. This state dependence has been illustrated in
an especially clear way by Heitmann et al. (/3), who differentiated “potential
electron-donating capacity,” the maximum value of a reducing capacity, from “in
situ electron-donating capacity,” the reducing capacity of an electron shuttle not
maximally reduced. The positive difference between the two values of reducing
capacity they termed “electron-accepting capacity” (/3), which, in the present
context, can be identified as an “oxidative capacity”. Oxidative capacity refers
to the first step in the electron-transfer scheme of Dunnivant et al. (2). It plays a
key role in unraveling how special advantages accrue to microorganisms that are
able to transfer electrons to natural organic matter (/3).

Despite the quantitative dependence of reducing capacity on the prior redox
state of an electron shuttle, its applicability should not depend on the details of
how the prior redox state was attained. Consider, for example, the carefully-
preserved sample of organic matter extracted from the “iron-reducing zone” in
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the lake-bottom sediments investigated by Kappler et al. (/2). It is reasonable
to refer to the reducing capacity of this sample as a microbial reducing capacity
(25), with the additional adjective specifying the exogenous electron donor in the
scheme of Dunnivant et al. (2). It is also reasonable to apply this term to the
reducing capacity of the commercially-available humic acid sample utilized by
Lovley et al. (5) for which the electron donor was the culturable bacterium, G.
metallireducens. Microbial reducing capacity thus is applicable as a concept to
natural organic matter that has been reduced either by a culturable microorganism
(5, 7-11) or by a microbial consortium in a sediment or soil (/2—14, 22-25).

Kappler et al. (/2) extracted humic acid from lake-bottom sediments and
then chemically reduced it by anoxic incubation for 24 hours under Hx(g) in the
presence of a Pd catalyst, following a method devised many years ago by Visser
(26). They did this in order to assess the prior redox state of the humic acid by
comparison between its reducing capacities measured before and after exposure to
Ha(g), i.e., by calculating its oxidative capacity in the lake-bottom sediments. The
reducing capacity of their humic acid sample after reduction pretreatment can be
termed its chemical reducing capacity (25), with the first adjective again referring
to the exogenous electron donor in the scheme of Dunnivant et al. (2). Using the
same line of reasoning as for microbial reducing capacity, one can conclude that
the concept of chemical reducing capacity is applicable to natural organic matter
that has been reduced in the laboratory by any one of several abiotic techniques,
including Ha(g) with Pd catalyst (7, 12, 25, 26), H2S(aq) ({), or electrochemical
cell (/8). Adding an interesting microbial ecology dimension to this idea is the
fact that chemical reductants such as H»(g) and H»S(aq) also can be produced by
microorganisms in soils and sediments (5—7, 13).

Laboratory measurement of either microbial or chemical reducing capacity
necessarily involves use of an oxidant to harvest the electrons from a reduced
organic matter shuttle. A variety of chemical oxidants has been used for this
purpose, the most popular being ferric citrate [FeCsHsO7 (5, 23, 25, 27)] and
potassium hexacyanoferrate [K3Fe(CN)s (7, 12, 18, 28, 29)], both compounds
exhibiting standard electrode potentials between 0.3 and 0.4 V for reduction to
products containing Fe(I). An evident but often unacknowledged constraint on
the choice of oxidant for measuring reducing capacity is that it must react only
with those moieties in natural organic matter that have been previously reduced
microbially or chemically, i.e., it should neither over-harvest nor under-harvest the
electrons in a shuttle.

A clear example of over-harvesting was cited by Peretyazhko and Sposito
(25), who found that using I>(aq) as the oxidant (30) for reduced humic acids led
to estimates of their chemical reducing capacity that were an order of magnitude
larger than those obtained with either of the two Fe(IIl) oxidants mentioned
above. The standard electrode potential for the reduction of I>(aq) to I-(aq)
is about 1.0 V, which suggests that I»(aq) was oxidizing moieties that are not
involved in electron shuttling (25, 3/). An example of under-harvesting was
provided by Bauer and Kappler (37), who examined Fe(IIl) oxyhydroxides as
well as ferric citrate as oxidants, finding that well-crystallized mineral oxidants
(hematite and goethite) produced chemical reducing capacities for Pahokee Peat
humic acid that were less than one-third of the value found using ferric citrate.

119
In Aquatic Redox Chemistry; Tratnyek, P., et al.;
ACS Symposium Series; American Chemical Society: Washington, DC, 2011.



Downloaded by UNIV OF MICHIGAN on September 24, 2011 | http://pubs.acs.org
Publication Date (Web): September 2, 2011 | doi: 10.1021/bk-2011-1071.ch006

The poorly-crystalline Fe(IIl) oxide, ferrihydrite, fared better, the overall trend
being a monotonically-increasing chemical reducing capacity with increasing
standard electrode potential for reduction of the oxidant to Fe(Il) products (317,
32). Bauer and Kappler (37) also noted that the reducing capacity of their humic
acid prior to chemical reduction was not even detectable using well-crystallized
Fe(IIT) minerals, whereas measurable values that compared well were found using
either ferrihydrite or ferric citrate.

Peretyazhko and Sposito (25) and Jiang and Kappler (33) have compared
the microbial reducing capacity with the chemical reducing capacity of humic
substances. Peretyazhko and Sposito (25) used Pahokee Peat, Elliott Soil, and
Leonardite humic acid in their study, inducing microbial reduction by anoxic
incubation for two weeks in suspension with an indigenous population of soil
microorganisms and chemical reduction by using Hx(g) over a Pd catalyst.
Regardless of the mode of reduction, their samples were oxidized by ferric
citrate. Measured values of the two reducing capacities were the same within
experimental precision, leading them to conclude that “chemical reduction can be
used as a convenient laboratory method to assess the [microbial reducing capacity]
of [humic acid]”. Jiang and Kappler (33) used Suwannee River fulvic and humic
acids along with Aldrich humic acid in their experiments, inducing microbial
reduction by anoxic incubation for 3 hours in suspension with G.sulfurreducens
and chemical reduction by exposure to Hx(g) on a Pd catalyst. They oxidized their
samples with potassium hexacyanoferrate. Again, within experimental precision,
the two reducing capacities were the same, leading them to state (33) “...we
can conclude that most redox-active functional groups in [humic substances]
that are reduced chemically by H; are also bioreducible. We therefore conclude
that chemically reduced [humic substances] can be used as representatives of
microbially reduced natural humic substances”.

We note that a reducing capacity determined with ferric citrate does not have
the same value as that determined with potassium hexacyanoferrate, which is the
more potent oxidant. For example, the chemical reducing capacities of Elliot soil
and Pahokee Peat humic acid are equal to 0.561 £ 0.106 and 0.539 + 0.047 molc/kg,
respectively, if ferric citrate is used as the oxidant, whereas they are equal to 1.89
+ 0.04 and 2.37 + 0.25 molc/kg, respectively, if hexacyanoferrate is the oxidant
((25) and T Peretazhko, unpublished data). Similarly, the chemical reducing
capacity of Suwannee River fulvic acid is 0.390 + 0.008 molc/kg C if measured
with ferric citrate (23), but equals 1.21 £ 0.13 molc/kg C when measured with
hexacyanoferrate (33). These differences, a factor between 3 and 4, do not in
principle affect direct comparison of microbial with chemical reducing capacity,
but they certainly do affect the interpretation of reducing capacity as to which
organic moieties are involved in electron shuttling.

Identifying the Shuttling Moieties

A third and final question to follow up the hypothesis of electron shuttling
by natural organic matter is: which functional groups both contribute to the
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reducing capacity and are involved in electron shuttling? Royer et al. (34, 35)
took the first decisive steps toward answering this question through a series of
clever experiments on a model system comprising the Fe(IlI) oxide, hematite, the
iron-reducing bacterium, Shewanella putrefaciens, and a suite of natural organic
matter samples of differing provenance and, therefore, with different chemical
properties. The results of their experiments showed clearly that acid-extractable
(0.5 M HCI) Fe(Il) production after five days of anoxic incubation increased
with both the concentration of natural organic matter added—thus confirming
its putative role as an electron shuttle—and aromaticity, a trend that was noted
as well by Chen et al. (36). No other chemical property of the organic matter
samples showed a significant positive correlation with Fe(II) production.

They observed that adding anthraquinone-2,6-disulfonate, a synthetic
quinone known to function as an electron shuttle for the bioreduction of Fe(III)
in soils and sediments (20, 22), enhanced Fe(Il) production more after one
day of incubation than it did after five days, whereas adding the strong Fe(II)
complexing agent, ferrozine, did the exactly the reverse. Moreover, when the
two compounds were present together, the resulting Fe(II) production could
be predicted reliably by a linear combination of the effect of each compound
alone. Anthraquinone-2,6-disulfonate engages in electron shuttling, but not Fe(II)
complexation, and ferrozine engages in Fe(II) complexation but not electron
shuttling (Figure 2), leading Royer et al. (34, 35) to hypothesize from their
results that electron shuttling mechanisms should be most effective during the
initial stages of Fe(Il) bioreduction, whereas Fe(Il) complexation mechanisms
(which lower the FeZ* concentration) should be most effective later in Fe(III)
bioreduction, after mass-transfer of Fe2* away from the dissolving Fe(III) mineral
had become rate-limiting.

Rakshit et al. (23) tested this hypothesis by monitoring the bioreduction of
Fe(III) in soil using parallel incubation experiments designed to have the same
initial chemical reducing capacity provided by two different samples of added
natural organic matter, but with the initial total carboxyl content provided by the
samples differing substantially (by a factor of 2) between the two experiments.
The congruence of reducing capacity and the contrast in carboxyl content
represented an effort to distinguish the role of Fe(Il) complexation from that of
pure electron shuttling. Their results showed that, in the presence of the organic
matter sample with lower carboxyl content, soluble Fe(Il) production rose to a
plateau after about three weeks of incubation (see Figure 1). However, in the
presence of the organic matter sample with larger carboxyl content, soluble Fe(II)
production was essentially linear with incubation time, showing no tendency
to plateau even after one month, except for an initial slow rise that was in fact
congruent with that observed during incubation with the organic matter sample of
lower carboxyl content, once adjustment of the results was made for the initial pH
difference caused by the differing carboxyl content of the two samples. Rakshit et
al. (23) concluded that, although electron shuttling dominated the early kinetics of
Fe(III) bioreduction in their soil, Fe(II) complexation dominated the later kinetics.
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Figure 2. Mechanisms for the bioreduction of Fe(Ill) oxide in the
presence of natural organic matter (NOM) based on experiments in which
anthraquinone-2,6-disulfonate (AQDS) or ferrozine was added to suspensions
containing dissimilatory iron-reducing bacteria (DIRB). Reprinted with
permission from Royer et al. (34). Copyright 2002 American Chemical Society.

Having begun to clarify the ancillary role of carboxyl groups, one is still
left to ask precisely which moieties in natural organic matter actually serve as
electron shuttles. Tratnyek and Macalady (/) and Dunnivant et al. (2) proposed
“quinone-type moieties” and indeed, adding anthraquinone-2,6-disulfonate to
soils and sediments (/2, 20) enhances Fe(IIl) bioreduction similarly to adding
natural organic matter (22, 23), although not every synthetic quinone can do this
(34). We also know that aromaticity is important to electron shuttling capability
(34-37). Ratasuk and Nanny (37), however, raised questions concerning the
quinone proposal by showing that humic substances reduced at pH 6.5 under
Ha(g) on Pd catalyst supported by alumina apparently lose their quinone moieties
(evidenced by loss of the aromatic ketone peak in their infrared spectra), but
they do not lose their chemical reducing capacity (determined by reaction with
ferric citrate). For example, Elliott soil humic acid and Pahokee Peat humic acid
still retain about half of their chemical reducing capacities after reduction with
Ha(g) over Pd/Al,O3 catalyst at pH 6.5 (37). Ratasuk and Nanny (37) concluded
that their results “...suggest that electron-transfer processes involving [humic
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substances] could occur via several mechanisms besides that of the formation of
semiquinone radicals”.

Wolf et al. (38) added another piece to the puzzle in their systematic
investigation of a model system realizing the schematic diagram in the upper
part of Figure 2, with G. Metallireducens being the dissimilatory iron-reducing
bacterium and ferrihydrite being the Fe(IlI) oxide. In respect to quinone electron
shuttles, they examined not only anthraquinone-2,6-disulfonate, but seven
other quinone compounds as well that were distinguished by varying molecular
structure and, significantly, by their apparent electrode potential for reduction at
pH 7. The results showed that the initial rate of acid-extractable (1 M HCI) Fe(II)
production, normalized to that observed without quinone, exhibited a very strong
maximum when plotted against the apparent electrode potential for reduction,
this unimodal behavior reflecting the fact that some of the quinones simply could
not enhance Fe(I) production. In particular, quinones having apparent electrode
potentials for reduction at pH 7 in the range —225 to —137 mV were those that
also greatly enhanced Fe(IIl) bioreduction (anthraquinone-2,6-disulfonate was
best, with an apparent electrode potential equal to —184 mV at pH 7). Noting that
the apparent electrode potential for the reduction of natural organic matter falls
into the peak range they found for synthetic quinones, Wolf et al. (38) concluded
that indeed quinone moieties are important to electron shuttling.

The next piece of the puzzle was added by Aeschbacher et al. (39), who
devised an ingenious electrochemical method for measuring oxidative capacity at
pH 7 that also permitted inference as to which organic moieties contributed to it.
Their flow-through electrochemical cell utilized a glassy carbon working electrode
maintained at —0.49 V relative to the Standard Hydrogen Electrode, which is nearly
at the bottom of the range of apparent electrode potentials for the reduction of
synthetic quinones (38, 39). An organic radical (the bipyridyl herbicide, diquat)
was added to facilitate electron transfer between the natural organic matter sample
being reduced and the working electrode. Quantitation of electron transfer in this
cell was direct, by time-integration of the reductive current.

The resulting oxidative capacities, measured for a dozen commercial humic
substances, were proportional to aromaticity [linear correlation (R? = 0.82), with
a y-intercept not significantly different from 0]. This proportionality, as well
as a strong linear correlation of oxidative capacity with the C/H molar ratio,
and the range of apparent electrode potentials accessed by their electrochemical
method led Aeschbacher et al. (39) to conclude “... that aromatic systems, likely
quinone moieties, dominate the redox characteristics of [humic substances]”.
Most interesting for our quest, their values of oxidative capacity also were
strongly and positively correlated with oxidative capacities reported by Ratasuk
and Nanny (37) for the same humic substances chemically-reduced under Ha(g)
on a Pd catalyst and oxidized with ferric citrate. Specifically, the electrochemical
oxidative capacities measured by Aeschbacher et al. (39) were about three times
larger than those measured by Ratasuk and Nanny (37). As noted above, this ratio
is about the same as that which obtains for reducing capacities measured with
potassium hexacyanoferrate vs. ferric citrate.

All of this is suggestive of quinone moieties being the seat of electron
shuttling by natural organic matter. It would be very useful to develop a direct
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determination of the quinone content of humic substances to compare with the
results of Aeschbacher et al. (39). Can we do this? Well, yes we can. Long ago
Schnitzer and Riffaldi (40) published a wet-chemical method for quantitating
quinones in humic substances. Basically, the method involves reaction of natural
organic matter with SnCl, in a highly alkaline medium, with Sn2?* then reducing
the quinone moieties, followed by potentiometric back titration with the strong
oxidant, KoCr2O7. Schnitzer and Riffaldi (40) showed that their method was
very accurate for synthetic quinones (and it gave the expected null result for
aromatic compounds not possessing quinone moieties). Sudipta Rakshit, in the
author’s laboratory, has applied their method to anthraquinone-2,6-disulfonate,
a compound which Schnitzer and Riffaldi (40) did not examine, and found a
quinone content of 5.45 + 0.21 mol/kg (S. Rakshit, unpublished), the same as
the expected value, 5.46 mo/kg. When applied to Elliott soil humic acid and
Pahokee Peat humic acid, the method yielded quinone contents of 1.38 and 1.25
mol/kg, respectively (S. Rakshit, unpublished). These results may be compared
to the corresponding oxidative capacities of 1.96 and 1.62 molc./kg, reported by
Aeschbacher et al. (39), and to the chemical reducing capacities of 1.89 and
2.37 molc/kg, cited above, which were obtained after reduction under Hx(g) on
a Pd catalyst using potassium hexacyanoferrate as the oxidant (7 Peretyazhko,
unpublished). 1t is difficult to believe that the close agreement among these
independently-measured values is purely coincidental. It is more likely that the
“Tratnyek-Macalady quinone hypothesis,” is simply right.
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Chapter 7

Electrochemistry of Natural Organic Matter

James T. Nurmi® and Paul G. Tratnyek

Division of Environmental and Biomolecular Systems, Oregon Health &
Science University, 20000 NW Walker Road, Beaverton, OR 97006
“jnurmi@ebs.ogi.edu

Natural organic matter (NOM) plays an important role in a
variety of environmental redox processes, ranging from fueling
the global carbon cycle to mediating microbial interactions
with minerals. However, the complex and indeterminant
composition of NOM makes characterization of its redox
activity challenging. Approaches that have been taken to
address these challenges include chemical probe reactions,
potentiometric titrations, chronocoulometry, and voltammetry.
Advantages of the latter include that it can be diagnostic and
quantitative, but applying voltammetry to the characterization
of NOM has been challenging. Improved results have been
obtained recently by using aprotic solvents, microelectrodes,
and various applied potential waveforms. Results obtained
with several voltammetric methods and DMSO as the solvent
strongly suggest that quinone-like moieties are the dominant
redox active groups. Correcting the associated peak potentials
for comparison with estimates of NOM redox potentials in
aqueous solutions shows that the range of peak potentials
resolved by voltammetry spans most of the redox potentials
obtained by other means that have been reported for various
types of NOM or NOM model compounds. The multiplicity of
electron-transfer steps that are distinguishable by voltammetry,
and the likelihood that there is a degree of redox-coupling
among these moieties, suggests that the redox potential of NOM
might best be modeled as a continuum of redox potentials. The
kinetics of electron exchange along this continuum will vary
with factors such as the complex tertiary structure of NOM.
The kinetic limitations created by this tertiary structure may be
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overcome with organic solvents (which allow the structure to
unravel) or electron shuttles (which can pass into the structure),
which accounts for the improved resolution of methods that use
these strategies in electrochemical characterization of NOM.

Introduction

Applications of electrochemistry to environmental science and engineering
are of three general types: (i) engineering applications for treatment of
contaminated water or sediment; (i) analytical applications involving electrodes
for analyte concentration and detection; and (iif) diagnostic applications to
understanding fundamental aspects of redox processes in environmental systems.
The engineering applications are well represented in reviews, some of which also
include electrochemical aspects of green chemistry and energy capture/storage
(I-7). Analytical applications of electrochemistry to environmental science are
also sufficiently mature to have been reviewed many times (§—/3). In contrast,
application of electrochemical methods for the purpose of diagnosing fundamental
aspects of environmental redox processes are dispersed throughout the literature
on aquatic chemistry, biogeochemistry, etc.

Two areas where fundamental studies of environmental redox processes
have relied heavily on electrochemical methods stand out because they illustrate
some of the unique advantages of this approach. One particularly active area
of research involves the use of microelectrodes to make spatially resolved, in
situ measurements of redox-active species in structured systems like sediments
and biofilms (//, 1/4-17). An area of environmental research where the
electrochemical approach is comparatively novel involves direct characterization
of reactions that occur on redox active solids—such as zerovalent metals, metal
oxides and sulfides, and clays—by configuring these materials as electrodes
(18-22). When these electrodes are made of fine-particulate materials, the
structure and composition of the original particle surfaces can be preserved,
thereby enabling investigation of the dynamics of surface property changes with
other factors, such as applied overpotential or solution chemistry (23).

In addition to the approaches represented by the two examples given above,
other applications of electrochemistry to mechanistic studies of aquatic or
biogeochemical redox processes employ inert electrodes with a response that is
mediated by a surface layer of substances whose properties are the main interest.
Examples of this type of work involve microorganisms (24), cytochromes
(24-26), other redox shuttles (27), clays (26—30), and humic substances.

This chapter concerns the redox properties of humic substances
(HS)—or, more broadly, natural organic matter (NOM)—as determined by
the electrochemical method commonly referred to as voltammetry. Other
electrochemical methods, such as potentiometric titrations and coulometry have
been used to study properties of NOM, such as the electron transfer capacity (e.g.,
(31-33)), but they are given only limited consideration in this review. We chose
to focus on voltammetric techniques for three reasons: (i) the prevalence of data
that currently exists is larger than for any other electrochemical technique, (ii) we
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have collected a lot of voltammetric data on various sources of NOM, and (ii7)
this is the only method that allows for the direct measurement of redox potentials
at an electrode surface. The chapter starts with a review of the basic principles
of the relevant voltammetric methods, followed by a summary of past work in
this area, then presentation of some previously unpublished data, and finally a
synthesis of the results and discussion of how electrochemical parameters such
as redox potential and redox capacity relate to the biogeochemical redox state of
environmental systems.

Background
Electrochemical Methods

In general, there are two categories of electrochemical methods, (i) static or
equilibrium techniques, and (if) dynamic or non-equilibrium methods. In the case
of the static methods, no potential or current is applied to the working electrode
so it equilibrates with the redox labile species in solution. The most precise term
for this technique is zero-current chronopotentiometry, but it is more commonly
referred to as open-circuit potential (OCP) or oxidation-reduction potential (ORP)
measurement. In the second category of electrochemical measurements, a current
or potential is applied to perturb conditions at the electrode-solution interface,
and the system response is measured. The most basic dynamic electrochemical
techniques are linear sweep voltammetry (LSV) and cyclic (linear sweep)
voltammetry (CV), but there are many variations that have been developed for a
wide range of purposes (34-37).

Dynamic voltammetric methods like LSV and CV involve applying a
potential at an (usually) inert electrode surface and measuring the resulting
current due to the transfer of charge to or from species in solution. In a typical
voltammetry experiment, three electrodes are used. The potential is ramped
between the working electrode and the reference electrode. When the potential
is strong enough to either oxidize or reduce substances from the solution (e.g.,
NOM), current flows and is measured between the working electrode and an
auxiliary (or counter) electrode.

Working electrodes are often made of noble metals, such as platinum or gold.
Other materials have been used in environmental systems such as the hanging drop
mercury electrode and glassy carbon electrodes. The various electrode materials
offer different potential ‘windows’ in which experiments can be performed without
reducing or oxidizing the solvent. Under aqueous conditions, this window also
varies with the solvent and pH: for example, when using a Pt electrode in water at
neutral pH, the window ranges from approximately -1.0 V to +1.0 V vs. Ag/AgCI.
In DMSO, the window ranges from -1.5 V to +0.8 V vs. Ag/Ag+. In this respect,
water is more limiting (has a narrower potential window) than many alternative
solvents.

Another important variable in voltammetry is the waveform of the applied
potential. The simplest waveform used in voltammetric studies is called linear
sweep voltammetry (LSV) and cyclic voltammetry (CV). In LSV, the applied
potential is ramped linearly in one direction while sampling the current response.
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CV works the same way, only that the potential is ramped back to the beginning
value after reaching the end point (switching potential). Advantages of LSV and
CV are that the data are comparatively easy to interpret and they can characterize
redox activity over a wide potential region.

Another dynamic voltammetric method is differential pulse voltammetry
(DPV), where the applied potential is ramped in pulses and the current is
measured at the end of each pulse. In square wave voltammetry (SWV), the
applied potential is ramped using square waves in which the potential pulse is
applied in both the positive (anodic) and negative (cathodic) direction and the
current is sampled at the end of each pulse. The net current is the total current
response for both anodic and cathodic currents. DPV, and especially SWV, have
higher sensitivity, reduce non-faradic currents (background currents), and scan
times can be shorter than in LSV and CV.

In addition to solvent and waveform, many other variations on voltammetry
are possible. One that is relevant to the results described below involves the use
of micro-sized working electrodes. Microelectrodes offer three key advantages
over macroelectrodes, (i) the thin diffusion layers on small electrodes favors
diffusion limited currents, (if) the small currents involved minimize perturbation
of the solution chemistry, and (éii) the “ohmic drop” (voltage difference between
the working electrode and the reference electrode) effect is minimized so less
conductive solutions can be used.

A comparison of three representative types of voltammetric data is shown in
Figure 1 for menadione (a model quinone, for comparison with data for NOM
shown later). Conventional CV with a macro (mm-sized) working electrode gives
two pairs of peaks (Figure 1A), labeled 1A, 1C, 2A, and 2C for anodic, cathodic,
and first or second electron transfer (counting from the quinone form). The CV
obtained with a micron-sized working electrode (Figure 1B) is simpler because
the anodic and cathodic currents coincide and are diffusion limited, resulting in
plateaus instead of peaks. SWV (with a microelectrode) gives sharp symmetrical
faradaic peaks (Figure 1C) due to the way the current is sampled (removes all
capacitive currents). The comparatively sharp definition of the peaks in Fig. 1C
illustrates one of the advantages of SWV.
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Figure 1. Typical electrochemical results for a quinone (1.0 mM menadione)

in an aprotic solvent (DMSO). (4) CV with a 3-mm Pt working electrode. (B)

CV with a 100 um Pt working electrode. (C) SWV with a 100 um Pt working
electrode. E, and E,; are peak and half-peak potentials, respectively.
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In all three cases shown in Fig. 1, the first and second electron transfer steps
are well resolved in part because the data were obtained in an aprotic solvent. In
water, the semiquinone intermediate would be less stable, resulting in one peak for
both electron transfers. The effect of solvent on voltammetry of NOM is discussed
further below.

Qualitative Voltammetry

To illustrate the qualitative interpretation of voltammetric data, consider a
system that consists of a simple, reversible redox couple A + ¢~ = D. LSV on
such a system will give a single peak in current (7) vs. potential (£). The peak is
termed cathodic for reduction (A — D) or anodic for oxidation (D — A) depending
on the scan direction. A CV will exhibit a pair of peaks, one anodic and the other
cathodic, for this system. This behavior can be seen in Fig. 1A. Symmetrical pairs
of anodic and cathodic peaks often are not observed because many redox couples
are less than fully reversible and (or because) side reactions occur involving the
species involved in the redox couple.

Voltammograms produce peaks even though the Butler-Volmer equation
predicts that current should increase exponentially with increasing over-potential.
This arises because the increase in net current measured by the working electrode
is not only influenced by the potential dependence of interfacial charge transfer
(the Butler-Volmer part), but also to the concentration of the redox labile species
at the electrode surface. As the rate of interfacial charge transfer increases,
electrolysis consumes A or D, which is only partially replenished by diffusion
from bulk solution. Depletion of A or D in the interfacial region results in
decreased current, producing the peak.

With more complex systems, voltammetry often produces multiple peaks,
which indicates that multiple redox couples and/or multistep redox couples are
contributing to the electrode response. To resolve these steps, experimental
conditions such as solvent and sweep rate can be varied, as these factors influence
the number, size, shape, and separation of peaks in voltammetry. These qualitative
aspects of voltammogram interpretation are illustrated below, where we compare
data obtained on various NOM samples to model compounds for likely NOM
components.

Quantitative Voltammetry

There are several quantitative variables that can be determined from a
voltammogram. The potential and current at which the peak occurs are described
by the peak potential (£,) and the peak current (i), respectively. In CV, the
potential at half the peak height is called the half-peak potential (£p»), which is
approximately equal to standard potential for reversible redox couples. The utility
of this is limited, however, because any degree of irreversibility will cause Ep»
to overestimate the standard potential. This issue is discussed further in Chapter
3 (38), as it relates to the determination of one-electron reduction potentials for
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contaminant degradation reactions. Quantitative analysis of data from DPV and
SWYV is similar, but with one major difference. Due to the way the current is
sampled in SWYV, E,, rather than Ej, is the estimator of the standard potential (for
reversible couples).

Voltammetry can also be used to characterize the degree of reversibility of
a redox couple. The peak potential (£p) of a reversible redox couple is constant
and independent of scan rate, but as a couple becomes less reversible, E;, shifts
cathodically for reduction reactions and anodically for oxidation reactions.

Quantitatively, for the reversible process:
RT
‘EP—EP/Z‘:Z.ZO(?j M)
Whereas for irreversible electron transfer:

RT
E -E :1.86[—J 2
E, - 0

p/2

where a is the transfer coefficient or barrier symmetry, and R, T, and F have
their usual meanings (gas constant, absolute temperature, and Faraday constant,
respectively). Experimentally determined values of a are typically about 0.5, but
they can vary between 0 and 1 and have been interpreted as a measure of progress
on the reaction coordinate at charge transfer (39). The degree of reversibility
also affects peak currents, with #, for reversible couples tending to be larger than
for irreversible couples (other factors, such as scan rate and concentration, being
equal).

In CV, reversibility is also reflected in the difference between Eox and Ered.
Reversible couples give peak potentials that are separated by approximately 59
mV and this should be independent of scan rate. If n electrons are transferred in
a reversible electrode process, the difference in peak potentials from CV is given

by:

ox red
|E; - E;

P

RT
=2. _ 3
zm(nFj 3)

When a pair of peaks is observed by CV but the difference in peak potentials is <59
mV, the couple is described as quasi-reversible, a condition that is fairly common
and has been subjected to extensive interpretation (34).

Peak potentials and other quantitative properties obtained from voltammetry
can be diagnostic of the species that dominate the electrode response, if other
factors that influence the electrode response are constant or negligible. This
strategy is used below in comparisons of electrochemical data obtained with
NOM and NOM model compounds.
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Voltammetry of Natural Organic Matter

It is well known that NOM can be redox active and this plays an important
role in the biogeochemistry of environmental systems (37, 40—54). There are
three electrochemical aspects to this: (i) the capacity of NOM to accept or donate
electrons, (if) the potential at which charge transfers to or from NOM occurs,
and (iif) the kinetics of these charge transfer reactions. The electron transfer
capacity (ETC) of NOM to accept or donate electrons (EAC or EDC, respectively)
makes it a significant redox buffer in environmental systems (31, 32, 46, 55—60).
However, EAC and EDC are properties of the aggregate material, and since NOM
is composed of a complex mixture of redox labile compounds and moieties with
different redox characteristics, this makes any measure of the ETC dependent on
the potential and kinetics of the analysis. One response to this complication is to
focus on isolating the effects of specific redox-active functional groups, which
has been a prominent objective of many studies of NOM using electrochemical
methods.

The redox activity of NOM is usually attributed mainly to the polyphenolic
(especially hydroquinonoid) moieties (50, 54, 61); so much so that quinonoid-
enriched NOM has been developed to provide enhanced redox properties (60).
There are, however, other moieties that may contribute to the overall redox
activity of NOM (e.g., complexed metals (3/) and thiols (62—64)), and it is likely
that the relative significance of these redox-active components varies with the
source, type, and handling of the NOM. In principle, electrochemical methods can
distinguish between the contributions of different redox active moieties—e.g., by
peak potential, as described above—but this is only possible for a small number
of relative distinct types of redox active moieties. While this ultimately limits
the reductionist approach to interpreting electrochemical data for characterization
of NOM, it has lead to several significant developments based on comparatively
holistic interpretations of the data, which are discussed later.

Most early studies on the voltammetry of NOM (mainly NOM and fractions
of NOM) involved simple voltammetric methods (LSV, CV) with a hanging drop
mercury working electrode. It appears that there was consensus at the time that the
humic fraction was not electrochemically reducible at the mercury drop (65), so the
apparent electro-reduction of humic-like oxidation products from bituminous coal
was attributed to nitro groups associated with the material (66). Later, it was shown
that the effect of NOM and NOM fractions under these conditions was mainly due
to their surfactancy, suppressing the electrode response by forming a redox inactive
adsorbed layer (67). As aresult of this, few of these early studies present sufficient
electrochemical detail to allow further analysis of the results (e.g., (67, 68)).

Subsequent studies of the voltammetry of NOM and NOM fractions have used
solid-state working electrodes and explored the full range of potential waveforms
summarized in the previous section (LSV, CV, DPV, and SWV). The evolution
of this work is represented in Table 1, where the major works are summarized
in chronological order (left to right), along with key experimental conditions that
distinguish the studies (rows).
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Table 1. Method details for key electrochemical studies of NOM redox properties
Properties Various Yu, 1985 (73) Ding, 1991 Helburn, 1994 Motheo, 2000 Nurmi, 2002 Aeschbacher,
Sources ! (69, 70) (75) (76) (77, 78) 2010 (33)

Working Hg GC GC, CPE, CFbE Au Wire Ti/Iry TinO2 Pt disk GC
electrode

Counter Pt Pt Au Wire Steel Pt wire Pt wire
electrode

Reference SCE SCE Ag/AgCl SCE SCE Ag/Agt Ag/AgCl
electrode

Potential Wave LSV LSV DPS LSV LSV LSV Chrono-
Form coulometry
Scan Rate 2 mV/s 500 mV/s 50 mV/s 10 mV/s

Solvent H,O H,O H,O H,O H,O DMSO H,O
Electrolyte Unk 2 Unk 2 NHiAc 0.5 M KClI 0.1 M KClI 1.0 mM NaClO4 0.1 M KClI
NOM conc. Unk 2 Unk 2 100:5 3 3 g/L 30 mg/L 90 mg/L 2 g/L
NOM type Various Unk 2 Extracts of Glenamoy- Mogi Guacu Various NOM Various NOM

fractions of various tree Ireland HA River peat HA
NOM Needles and
leaves

1 (66, 79-82), 2 Unknown, 3 Ratio water to dry NOM.
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The earliest of the studies shown in Table 1 focused on complex organic
materials like the decomposition products of rice straw, manure, and rice
paddy natural organic matter (69, 70). In some cases these materials produced
voltammograms with relatively good peak definition, but the data were not used
to quantify redox potentials or identify the responsible compounds or moieties.
When Yu et al. (7/-73) studied the anaerobic decomposition products of rice
straw and vetch by LSV with a (solid state) Pt electrode, only poorly defined peaks
were observed. The lack of definite peaks prevented quantification of half-wave
potentials, but comparison between these features showed that the quantity of
redox active material was greatest at the stage of most vigorous decomposition.

In order to obtain better peak definition, DPS has been used to study various
types of NOM ((69, 70) and others cited therein). Using aqueous extracts of tree
leaves, for example, a well-defined oxidation peak was observed at ~0.5 V vs.
SCE, which was unaffected by passing the sample through a cation-exchange
column, but completely removed after treatment by anion-exchange (69, 70).
Consistent with its apparent negative charge, this redox-active component of
NOM was shown to adsorb strongly to various minerals and soil types (goethite,
Rhodic Ferralsol, Ali-Haplic Acrisol, and Cambisol) (74). Subsequent work
by the same group with solutions of decomposition products from pine needles
characterized by DPS gave several moderately defined peaks between —0.05 and
+0.69 mV vs. Ag/AgCl. After contact with various soils, the most cathodic of
these peaks disappeared, but a large anodic peak appeared, which turned out to
be Mn2*, presumably from reduction of MnO; in the soil. Using DPS with a
glassy carbon electrode, instead of Pt, gave somewhat improved peak definition in
studies of solutions of pine needle and bamboo decomposition products (69), but
the compounds or moieties responsible for these peaks were still not identified.

Rather than attempting to obtain interpretable voltammetry data from very
complex, otherwise uncharacterized forms of NOM, most recent work has focused
on relatively well characterized “standard” forms of NOM or fractions of NOM.
This approach is exemplified by an electrochemical study of humic acid (HA)
extracted from peat by Helburn and McCarthy (75). Using solutions of this HA
prepared in water (and other conditions summarized in Table 1) they obtained CVs
like the one shown in Figure 2A. At the switching potentials (where the sweep
is reversed), the presence of HA resulted in more current, which Helburn and
McCarthy ascribed to NOM-catalyzed oxidation and reduction of the solvent (in
this case, water). Beyond this, their CVs are essentially featureless, so they provide
no evidence for a direct redox reaction at the electrode involving the HA.

Another study on HA extract from peat reported CVs obtained in aqueous
solution but performed with working electrodes made with mixtures of Ru, Ir,
and Ti oxides deposited on a Ti substrate (76). Under the conditions of their
study (Table 1), the CVs were also essentially featureless for a range of electrode
compositions (Fig. 2B). The results do show, however, a significant effect of
working electrode composition, with the Ir doped TiO; giving significantly greater
total current. Still, there are no features in these CVs that can be ascribed to specific
types of charge transfers between the electrode and the adsorbed organic matter.
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Figure 2. Examples of CV's for two different humic substances under aqueous
conditions. (4) Replotted from data in (75), (B) replotted from data in (76).

Recently, the same basic electrochemical methods used in earlier work have
been used with several critical refinements to achieve considerably greater success
at characterizing the redox properties of NOM. Our approach has been to use an
aprotic organic solvent, which greatly improves the resolution and sensitivity of
voltammetry to direct electrode interactions involving NOM (77, 78). Below, we
present some new data and further refinements for our approach and compare
results with our method to those obtained by other electrochemical approaches
such as chronocoulometry with direct electrochemical reduction or mediated
electrochemical reduction with dissolved-phase electron-transfer mediators to
measure the electron accepting capacities for various NOM fractions (33).

Methods

Table 1 provides a summary and comparison of materials and conditions used
in this study vs. previously published attempts to use voltammetric methods to
characterize the redox properties of NOM.

The main characteristics of our current method include Pt working and counter
electrodes, dimethyl sulfoxide (DMSO) as the solvent, 1.0 mM NaClO4 as the
electrolyte, and a Ag/Ag* reference electrode. Further details and evidence for
validation of this method are given in (77, 78). One new aspect of the setup used
in this study is the comparison of two working electrode sizes: 1.6 mm dia. Pt disc
vs. 125 pm dia. Pt wire.

The NOM, and fractions of NOM, used in this study were either provided by
B. Gu (Oak Ridge National Laboratory) or were obtained from the International
Humic Substance Society (IHSS). Samples obtained from B. Gu were isolated
from raw concentrate obtained by reverse osmosis of brown water from a wetland
pond in Georgetown, SC. This concentrate (NOM-GT) was purified with a column
of cross-linked polyvinyl pyrrolidone polymer and a fraction that was enriched
in polyphenol moieties (NOM-PP) or carbonhydrates (NOM-CH) was obtained.
NOM-GT, NOM-PP, and other fractions of NOM-GT have been characterized by
UV/Vis, IR, NMR, and EPR spectroscopy (83—85). For our work, stock solutions
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of NOM were prepared by dissolving the freeze-dried materials directly into
DMSO.

Cyclic voltammetry (CV) was performed with the Pt microelectrode by
starting at —1.8 V vs. Ag/Ag* for most of the NOM and model compounds.
Square wave voltammetry (SWV) was also initiated at this potential and ramped
toward more positive potentials. The frequency for the SWV was 100 Hz with a
step potential of 2 mV with an amplitude of 10 mV.

Results
Electrochemistry in Nonaqueous Media

The method developed by Nurmi et al. (77)—CV with a Pt disk electrode
in DMSO and minimal electrolyte—gave voltammograms with good definition
for a variety of types of NOM and NOM model compounds. They were classified
into six groups, and representative CVs for each group are shown in Fig. 3 (top
row). A detailed interpretation of these groups is given in (77), but it is sufficient
for the current purpose to recognize that they represent a progression from the
electrochemical characteristics of pure, reversible quinone/hydroquinone type
redox couples to complex materials containing a mixture of less than fully
reversible or electrode active moieties. Further study with the method introduced
in (77) was focused on NOM-PP (Category B); however, because it was the only
type of NOM that gave CVs with all of the features of a model quinone (Category
A).

In addition to the qualitative similarity between the CV of NOM-PP and
model quinones, quantitative analysis of electrochemical data presented in (77)
supports the conclusion that the redox properties of NOM-PP are dominated
by quinone-like moieties. CVs for NOM-PP and model quinones both gave
anodic/cathodic pairs of peaks with potentials (£p) that were separated by slightly
more than 0.059 V and peak currents (ip) that were linearly related to the square
root of the scan rate (v0-5) and to analyte concentration (C). Equivalent results were
obtained regardless of electrode rotation rate. These quantitative considerations
indicate that the electrode reactions of NOM-PP and model quinones involve
similar sequential pairs of one-electron, quasi-reversible, diffusion controlled,
electron transfers (under the conditions of the method used in (77)).

A major limitation of the results obtained by the method used in (77) is that the
less-fractionated samples gave relatively poorly defined CVs (Fig. 3, Groups D-F).
To improve on this, we modified our method to take advantage of the properties of
microelectrodes (still using the linear sweep waveform). The results obtained with
NOM-PP were presented and discussed previously (78), and additional data for
representatives of the other groups of materials are presented in the second row of
Fig. 3. Group A and B materials show a clear shift from peaks to steps, as expected
for mass transport control at microelectrodes. The Group C-F materials also gave
CVs with steps, but the anodic and cathodic scans are still separate, suggesting
less reversibility or slower electron transfer to the working electrode. Overall,
the results obtained by CV with microelectrodes reinforced our interpretation of
the data obtained by CV with conventional-size electrodes, but this change in
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method did not significantly improve the resolution of peaks for the unfractionated
materials.

In a further effort to improve on our previous results, each representative
of Groups A-F was characterized using a microelectrode and SWV (Fig. 3, 3ud
Row). These data show the same number of peaks as the previous methods, but the
resolution of the peaks is improved in such a way that £}, and i, can be quantified
with greater confidence. This effect is most notable for NOM-GT, where SWV
revealed the largest number of peaks of any material tested. The apparent diversity
of redox-active moieties associated with NOM-GT is unsurprising because this
material comes from relatively young NOM with minimal purification. However,
this result is notable in that it highlights a fundamental difficulty with methods
of characterizing redox properties of NOM that give only a single, presumably
aggregate, measure of potential.

The quantitative aspects of the data in Fig. 3 are summarized in Fig. 4.
This representation shows peak and half-wave potentials obtained by CV with
macroelectrodes (unfilled markers) and peak potentials obtained by SWV with
microelectrodes (filled markers). For the data from CV, the line segments connect
associated values of E, and Ej», thereby highlighting the association between
anodic and cathodic parts of each electron transfer peak. Note that the different
fractions of NOM give a wide range of redox potentials and that the NOM sample
with the least fractionation (NOM-GT) gives the largest range of potentials for all
the samples.

Electrochemistry in Aqueous Media

One of the major impediments to using the results of electrochemical
characterizations done with the methods described above is that they were done
in nonaqueous solvent with a Ag/Ag* reference electrode (which is preferred in
DMSO but not in water (37)). Adjusting these data for comparison with redox
potentials under environmental conditions from first principles is not practical
because it would require corrections for multiple factors including solvation of
all the species involved in the electrode reaction, pKa’s of protic species involved
in the redox reaction, proton activity in the two solvent systems, etc. Instead, we
can use the approach of calibrating the two systems using a redox couple that is
well behaved in both systems. A redox couple that is often used for this purpose
is ferricinium/ferricenium ion (Fc/Fc*), which has a solvent independent redox
potential of 0.692 vs. SHE (806).

The correction was performed by measuring the redox potential of the Fc/Fc*
couple in DMSO vs. Ag/Ag* and in water vs. Ag/AgCl using CV in conditions
similar to ones used to characterize the NOM samples. The results are summarized
in Fig. 5 as two scale bars used to illustrate its application to our data for NOM
and its fractions. The difference between the Ei/; for ferrocene in DMSO and in
water is 0.472 V. This difference is added to the potentials obtained in DMSO to
reflect potentials in water vs. the SHE reference electrode.
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reported here.
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Figure 5. Converting redox potentials obtained in DMSO to environmentally
relevant aqueous conditions.

Using this approach, we have adjusted the potentials shown Fig. 4 for
approximate comparison to other data, including standard potentials for the
major terminal electron accepting processes (TEAPs) and reduction reactions
of representative environmental contaminants. The results are plotted as a
redox ladder in Fig. 6, with TEAPs in the left column (to represent the process
that determines the overall redox conditions in an environment), NOM and
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model quinones in the middle column (to represent its role as redox mediator),
and contaminant reduction reactions in the right column (as ultimate electron
acceptors of applied environmental interest). So, for example, Fig. 6 suggests
sulfide formed under sulfate reducing conditions might reduce NOM-PP, and
the reduced form of NOM-PP (labeled PPH; in Fig. 6) might reduce uranyl ion
(U(VD)) to less soluble U(IV) species (87) or arsenate (As(V)) species to more
soluble arsenite (As(II)) species (88).

| HCA=PCE |
1.0 1.0
- Fc'= Fc 1
L 0,=H,0 4
I HIASEIAE CCly=CHCl; |
" MnO;=Mn* 1
w 05 FA =FAH; Cr(V1y= Cr(lll) 0.5
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COQ-CHzo
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L Donors Shuttles Acceptors |

Figure 6. Redox ladder showing the major microbial terminal electron acceptor
processes on the left, NOM and representative quinone electron-transfer
mediators in the middle, and selected contaminant acceptors on the right. The
grey bar represents the range of redox potentials obtained in this study for
NOM-GT. The unfilled symbols represent the oxidation-reduction potential of the
solution measured in Aeschbacher et al. (33).

The range of redox potentials for unfractionated NOM-GT, estimated with
data from the voltammetric methods described here, is shown as the gray bar in
the middle column of Fig. 6. It spans a broad range (>600 mV) centered a bit below
0 mV vs. SHE. The reducing end of the range (top) falls near the redox potentials
for several model quinones (anthraquinone-2,6-disulfonate, mena-quinone, and
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menadione), while the middle of the range for NOM-GT aligns roughly with the
potential for another model quinone, juglone. The redox potentials for the NOM
fraction that is enriched in polyphenolic moieties (NOM-PP) plots between the
groups of model quinone compounds.

Two additional sets of data included in Fig. 6 were obtained by methods
that are based on potentiometric titration. This approach was used in a
widely-cited early study that reported redox potentials for humic and fulvic acids
(89). However, their results (labeled HA and FA in Fig. 6) fall significantly
outside the range of more recent data, suggesting that the former are not
representative. Recently, Aeschbacher et al. (33) have studied the electron
accepting capacity of various fractions of NOM using chronocoulometry with both
direct electrochemical reduction and with mediated electrochemical reduction
by using electron-transfer mediators, but their results also provide estimates of
NOM redox potential (for Leonardite humic acid after direct electrochemical
reduction, shown as solid circles in the middle column in Fig. 6). The range of
redox potentials represented by Aeschbacher’s data fall within the range defined
by our data for NOM-GT. Another recent study (90), reported redox potentials
(not shown in Fig. 6) for similar types of NOM that fall inside the upper end of
the range in Aeschbacher’s data.

Conclusions

The application of voltammetric methods to study the redox properties of
NOM has been variably successful, but most studies find evidence for multiple
redox-active moieties (69, 70, 73, 77). We have shown that voltammograms of
NOM in DMSO have features consistent with quinone-like moieties being the
dominant redox active groups, and this is consistent with structural, spectroscopic,
and reactivity data reported by others (e.g., (37, 50, 91-94)). However, the exact
structures of these quinone-like moieties could span a wide range of variations, and
there are other possible redox active structures—such as organo-sulfur moieties
and complexed metals—that could be important in some samples (95).

For such complex materials, it seems unlikely that their overall redox activity
can be fully attributed to a single redox active compound or moiety and thus a
single redox potential. Data that suggests such a singular response that apparently
arises could simply be due to limited resolution under the method and conditions
of characterization (e.g., as in potentiometric titrations and the use of single OCP
measurements). Of greater interest is the possibility that distinct redox-active
compounds or moieties are difficult to resolve in NOM because (redox) coupling
among these species is characteristic of such polymeric materials. This coupling
could result in a continuum of redox potentials, corresponding approximately to
the gray band used in Fig. 5 to encompass the range of potentials measured for
NOM-GT.

Precursory versions of this hypothesis have been articulated previously (96)
but a thorough analysis of the direct evidence in support have not yet been reported.
It is, however, consistent with the voltammetric data presented here.
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Chapter 8

Pathways Contributing to the Formation and
Decay of Ferrous Iron in Sunlit Natural Waters
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2Southern Cross GeoScience, Southern Cross University,
Lismore NSW 2480, Australia
*d.waite@unsw.edu.au

Pathways contributing to the formation and decay of Fe(Il) in
sunlit natural waters are investigated in this chapter with insights
drawn from both laboratory experiments and kinetic modelling.
Our results support previous findings that superoxide-mediated
iron reduction (SMIR) is the main pathway for photochemical
reduction of Fe(Ill) at pH 8 while light-induced ligand
to metal charge transfer (LMCT) is important in low pH
environments. Furthermore, our work shows that triplet oxygen
and photo-produced species are the main oxidants of Fe(II)
while hydrogen peroxide, a relatively stable end product of
SRFA photolysis, is not involved in Fe(II) oxidation. A kinetic
model based on these observations is presented which provides
an excellent description of the experimental results and is
consistent with observations from a wide range of studies
investigating the redox cycling of iron.

Introduction

The reduced (Fe(I)) form of iron is substantially more bioavailable than
Fe(III) due to its much higher solubility and weaker affinity for organic ligands. As
a result, researchers have given particular attention to reductive transformations
of iron (/-4) and suggested that these processes can strongly influence iron
availability in natural waters (5—8). While reductive dissolution of particulate
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iron(Ill) oxyhydroxides is likely to be important in some instances (9—11), it is
from the dissolved pool that the bulk of the bioavailable iron is typically sourced.

Previous studies have shown that measurable concentrations of Fe(I)
can exist in marine surface waters. While this in part may be attributable to
biological activity (5, /2), the majority of Fe(II) is thought to arise from abiotic
photochemical reactions (/3—15). Three major pathways are considered to
potentially account for photochemical reduction of dissolved Fe(IIl) in natural
waters. These are: reduction of Fe(Il) by photochemically-produced superoxide
(02) (1, 2), i.e. superoxide-mediated iron reduction (SMIR); ligand-to-metal
charge transfer (LMCT) in photoactive Fe(IIl) species (16, 17); and direct
reduction of Fe(Ill) by organic radicals (e.g. semiquinone-type radicals) either
initially present in natural organic matter (NOM) or formed during irradiation of
NOM. Oy is known to readily reduce inorganic Fe(III) as well as a wide range of
iron-organic complexes (/, /8). LMCT is known to occur in some iron-organic
complexes (16, 17) and can also occur in dissolved inorganic Fe(IIl) at acidic pH
(e.g. in Fe(OH),*), but LMCT in inorganic Fe(III) is negligible around neutral pH
(19). The role of organic radicals in reducing iron has not been well studied.

Although all three pathways are feasible, the relative importance of each under
particular conditions is unclear. Based on measurements of O,- production kinetics
during irradiation of the international standard NOM Suwannee River fulvic acid
(SRFA) with simulated sunlight combined with kinetic calculations, Rose and
Waite (2) showed that (SMIR) is probably more important than LMCT in marine
waters and also concluded that reduction of iron by organic radicals is highly
unlikely to play a significant role. It is likely however that the relative contribution
of each of these three pathways to Fe(II) production depends on solution conditions
such as the types of organic moieties present, the concentrations of these moieties,
ionic strength and pH. For example, SMIR is likely to be more important at higher
pH as the rapid rate of Oy disproportionation (self-reaction) at acidic pH (20)
would be expected to render iron reduction insignificant by this pathway.

The persistence of photochemically produced Fe(IT) in natural waters will also
depend on its oxidation kinetics. Oxidation of Fe(Il) in seawater is thought to
occur primarily via its reactions with triplet dioxygen (O2) and hydrogen peroxide
(H20,) if it is present in sufficient concentration (2, 21, 22). While other oxidants
may include O»-, hydroxyl radical, and oxidizing organic radicals, these oxidants
have not been shown to be important under conditions typically encountered in
nature. Rose and Waite (2) showed that hydroxyl and oxidizing organic radicals
play a minor role in Fe(Il) oxidation, while O>- may play an important role in a
LMCT dominated system due to its rapid reaction with the inorganic Fe(II) that
would be produced (23).

Our recent study of reactive oxygen species (ROS) generation during
photolysis of NOM showed that irradiation of SRFA at pH 8.1 with simulated
sunlight resulted in production of nanomolar concentrations of O via reduction
of O (24). SRFA contains a redox-active chromophore which reduces O to
yield Oz upon photoexcitation. Based on our experimental data as well as past
literature observations on ROS formation, we formulated a kinetic model capable
of describing the results obtained. Key features of the model (which is shown in
Table 1) are:
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* near-instantaneous establishment of a steady-state concentration of
singlet oxygen (103);

* aredox-active chromophore Q that, upon irradiation, facilitates donation
of electrons from SRFA to Og;

+ a redox-active organic moiety A, which catalytically disproportionates
Oy in the dark, but whose catalytic activity is inhibited during irradiation
due to reaction of the reduced form of A with 10,; and

* aradical sink for Oy, R, that results in oxidation of Oy  to O» during
irradiation, along with its uncatalyzed disproportionation.

Table 1. Kinetic model for formation of ROS from irradiation of SRFA

No. Reaction Model value Published value Refer-

ence
1 SRFA + hv —> SRFA” Calculated - 25)

SRFA*+'0, - SRFA+'0, P~ 03% ©~0.5%

2 19,10 0, 2.4 % 105 51 2.4 x 105 5! (26)
3 QihvoQ 1.5% 103 s - (24)
4 Q+0,-5Q+0; ks x 107 M1 s°1 - (29
5 Q +'0,->Q+0, ~1010 M-1 g-1 Diffusion limited (24)
A0, arp, GO1IEA) @
7 A+0;, > A +0, ~10 x ke (24
8 A +0,5A+0; >> 5.3 %103 < ke 24
9 040, 50, +H,0, FSXIOMIsTe  35x10tM s (20
10 Rihy—sR® 7.5% 106 51 - (24)
I R'+0; >R +0, 1% 105 M1 s°1 104-10° M- 51 (24)
12 R*4R' >R, 1% 103 M1 51 - (24)

a QQ represents the redox-active group responsible for O, production b A represents the
redox-active group responsible for catalyzed O disproportionation in dark but whose
catalytic activity is inhibited during irradiation due to reaction of the reduced form of A
with 10, ¢ a value of 1 x 107 M-! s-! was used at pH 4 as reported earlier (20) 4 R
represents the redox-active group that results in oxidation of Oz- during irradiation
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Here we combine the proposed model for production of ROS with a model for
the reactions of iron species with dioxygen and ROS and use the combined model
to predict the relative importance of LMCT, SMIR and organic radical-mediated
Fe(III) reduction to photochemical Fe(II) production under conditions typical of
natural waters.

Experimental Methods
Reagents

Reagents were prepared using 18 MQ cm resistivity Milli-Q water (MQ)
unless stated otherwise. All experiments were performed in 2 mM NaHCOs;
and 10 mM NaCl solution (referred to as NaHCO3/NaCl hereafter). All pH
measurements were made on the NBS scale using a Hanna HI9025 pH meter
calibrated daily using pH 7.01 and 10.01 buffers. Adjustment of pH was
performed using 2% HCI and 2% NaOH prepared by dilution of high purity
30% w/v HCI (Sigma) and 30% w/v NaOH (Fluka puriss p.a plus) respectively.
A 2 g L stock solution of standard SRFA (International Humic Substances
Society) was prepared in MQ. A 25 kU mL-! superoxide dismutase (SOD)
stock solution was prepared in MQ and stored at -85°C when not in use. A
stock solution of 100 uM Rose Bengal (RB; Sigma) was prepared in MQ. A
0.1 M 3-(2-pyridyl)-5,6-diphenyl-1,2,4-triazine-4',4"-disulfonic acid sodium salt
(ferrozine; Fluka) stock solution was prepared in MQ and its pH adjusted to
8 with NaOH. Luminol reagent for total Fe(Il) determination was prepared by
dissolving 0.5 mM luminol (5-amino-2,3-dihydro-1,4-phthalazinedione; Fluka)
in 1 M ammonia and adjusting the pH to 10.3 using 30% HCI. The solution
was stored in a dark bottle for at least 24 hours prior to use to reach maximum
efficiency by equilibration with atmospheric CO2 (27). A stock solution of mixed
reagent containing 200 uM Amplex Red (AR; Invitrogen) and 5000 kU L-!
horseradish peroxidase (HRP; Sigma) for H,O» determination was prepared and
stored as described previously (28).

A 0.5 mM Fe(III) working stock in 2 mM HCI was prepared three-monthly.
The solution pH was sufficiently low to avoid hydrolysis of iron. A 4.0 mM Fe(II)
stock solution in 0.2 M HCI was prepared for Fe(Il) calibration. A working 4
uM Fe(II) stock in 0.2 mM HCI was prepared weekly by 1000-fold dilution of
the 4 mM Fe(Il) stock solution in MQ. The working stock pH was 3.5, which
was sufficiently low to prevent significant Fe(I) oxidation during a week, but
sufficiently high to prevent significant pH change when added to NaHCO3/NaCl
solution. Stock solutions of Fe(II[)SRFA complex were prepared at pH 4 and
8 by mixing appropriate volumes of SRFA stock solution, NaHCO3/NaCl and
Fe(III) stock solution at various Fe:SRFA ratios, always ensuring that SRFA was
sufficiently in excess of Fe(Ill) to avoid Fe(Ill) precipitation. The final pH was
adjusted by addition of NaOH or HCI. SRFA concentrations investigated were 2.5
and 5.0 mg L-! while total iron concentrations were 50, 100 and 200 nM.

All stock solutions were refrigerated in the dark at 4°C when not in use unless
stated otherwise.
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Experimental Setup

Photochemistry experiments in which concentrations of total Fe(Il) (i.e.
the sum of all inorganic and organically complexed Fe(Il) species) and H,O»
were monitored in photolyzed Fe(III)SRFA solutions as a function of time were
performed in a water-jacketed 1 L glass reactor equipped with a quartz side
window. The reactor was covered with aluminum foil to exclude light and a
gas-tight lid fitted to prevent gas exchange. The reaction solution was maintained
at 25+0.5°C with a recirculating water bath. A ThermoOriel 150 W Xe lamp
(equipped with AM1 filter to simulate the solar spectrum at the Earth’s surface)
was positioned horizontally adjacent to the quartz window to illuminate a 5 cm
deep cross-section of sample.

For experiments in which the effect of SOD addition on H,O; formation was
examined, 3.5 mL solutions containing 5 mg L-! SRFA and 100 nM total iron were
irradiated in a quartz cuvette for 5 min. All other experiments were conducted in
the 1 L glass reactor as described above.

Measurement of Total Fe(II) Production on Irradiation of Fe(III)SRFA

Concentrations of total Fe(Il) were determined using the luminol
chemiluminescence (CL) method. In this system, Fe(Il) reacts rapidly with
O» at the high pH of the CL reagent, facilitating oxidation of the reagent and
resulting in emission of CL at a wavelength of 426 nm (29, 30). Samples were
withdrawn from the photochemistry reactor using a peristaltic pump, loaded into
a 450 pL sample column, and injected into the flow cell every 2 min. The valve
configuration and PMT settings were as described previously (2). Calibration
was performed immediately after completion of experiments using the procedure
described previously (2).

Ferrozine Trapping Experiments

To investigate the role of O in Fe(Il) generation, we measured the rate of
Fe(I) production from irradiation of 1 L of 100 nM total Fe(Ill) and 5 mg L-!
SRFA solution containing 1 mM ferrozine (FZ) in the absence and presence
of 50 kU L-! SOD. Ferrozine forms a stable complex (Fe(FZ)3) with inorganic
Fe(Il) that absorbs strongly at 562 nm (37/). The solution was continuously
circulated through a 1 m pathlength type II liquid waveguide capillary cell (World
Precision Instruments), and the absorbance of the solution measured at 562 nm,
corrected for baseline drift by subtracting the absorbance at 690 nm (at which
no components of the solution absorb significantly) using an Ocean Optics fiber
optic spectrophotometry system. The system consisted of a broadband tungsten
halogen lamp as the light source with a USB4000 spectrophotometer configured
for use in the visible range. To account for Fe(FZ); formation occurring due
to processes other than light-mediated reduction of Fe(II[)SRFA, the Fe(FZ)3
formation rate was also measured in the absence of light and this value subtracted
from the total measured rate.
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Note that the concentration of Fe(II) measured using FZ would be expected to
differ from that measured using luminol since FZ is present in the reactor and will
prevent oxidation of inorganic Fe(II) or weakly complexed Fe(II) via the formation
of the stable Fe(FZ); complex, in contrast to the luminol CL method.

Measurement of Fe(Il) Oxidation by Singlet Oxygen

Decay of 100 nM total Fe(Il) in the presence of 1 uM Rose Bengal (RB),
a photosensitizer that produces !0, with a high yield, was measured under
irradiation and in the dark at pH 4. The 150 W Xe lamp equipped with bandpass
filters to eliminate light at wavelengths < 350 nm was used as the light source.
Concentrations of total Fe(II) were determined using the luminol CL method as
described above.

Measurement of H,O; Production during Irradiation of Fe(III)SRFA

H>0; concentrations during photolysis of Fe(III)SRFA were quantified
fluorometrically using the Amplex Red method (32) in a Cary Eclipse
spectrophotometer using settings and calibration procedures described previously
(28). Samples for H,O» determination at pH 8 were manually withdrawn from
the reactor every 4 min then mixed in a quartz cuvette with mixed AR-HRP
reagent solutionto yield final concentrations of 2 uM AR and 50 kU L-! HRP. For
H>0; determination at pH 4, 1.5 mL of sample was manually withdrawn from the
reactor every 4 min then mixed with 1.5 mL of 2 mM phosphate buffer at pH 7 in
a quartz cuvette with AR-HRP reagent to yield final concentrations of 2 pM AR
and 50 kU L-1 HRP.

Kinetic Modelling
Kinetic modeling was performed using ACUCHEM (33).

Results and Discussion

Formation of Total Fe(II) and H,O> during Irradiation of Fe(III)SRFA at
pH 8.1

Irradiation of the Fe(III)SRFA complex produced nanomolar concentrations
of total Fe(Il) and H,O, (Figures 1 and 2). The Fe(Il) concentration profile
was similar to that observed for O in our prior work (in which iron was
absent) with an initial peak in concentration followed by an approach to
steady-state (2, 23). Measured Fe(Il) concentrations were greater with increasing
total Fe(Ill) concentrations, however the relationship was non-linear. The
peak Fe(Il) concentration produced increased slightly with increasing SRFA
concentration; however the steady-state Fe(Il) concentration was similar at
all SRFA concentrations, suggesting that SRFA affects both formation and
oxidation rate of Fe(Il). The H,O; concentration increased with increasing SRFA
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concentration but did not vary with Fe(IlI) concentration and was similar in the
presence and absence of iron.
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Figure 1. Production of total Fe(ll) and H>O; at pH 8.1 by irradiation of 5.0 mg
L-! SRFA containing Fe(Ill) at concentrations of (a) 100 nM and (b) 200 nM for
1 hr followed by 15 min in the dark after the lamp was extinguished (shaded
region). Circles are experimentally measured total Fe(ll) concentrations and
squares are measured H>O) concentrations. Lines represent model values. Data
shown are the average from duplicate experiments.
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Figure 2. Production of total Fe(Il) and H>O; at pH 8.1 by irradiation of 100

nM total Fe(Ill) containing SRFA at concentrations of (a) 2.5 mg L' and (b) 5

mg L-! for 1 hr followed by 15 min in the dark after the lamp was extinguished

(shaded region). Circles are measured total Fe(Il) concentrations and squares

are measured H>O; concentrations. Lines represent model values. Data shown
are the average from duplicate experiments.

Mechanism of H,O; Formation and Decay at pH 8.1

Addition of H,O» had no affect on H>O, production during irradiation,
suggesting that H,O; interacts negligibly with other entities in the system (data
not shown). The presence of iron had no significant (p < 0.05, using an unpaired
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