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Foreword

The ACS Symposium Series was first published in 1974 to provide a
mechanism for publishing symposia quickly in book form. The purpose of
the series is to publish timely, comprehensive books developed from the ACS
sponsored symposia based on current scientific research. Occasionally, books are
developed from symposia sponsored by other organizations when the topic is of
keen interest to the chemistry audience.

Before agreeing to publish a book, the proposed table of contents is reviewed
for appropriate and comprehensive coverage and for interest to the audience. Some
papers may be excluded to better focus the book; others may be added to provide
comprehensiveness. When appropriate, overview or introductory chapters are
added. Drafts of chapters are peer-reviewed prior to final acceptance or rejection,
and manuscripts are prepared in camera-ready format.

As a rule, only original research papers and original review papers are
included in the volumes. Verbatim reproductions of previous published papers
are not accepted.

ACS Books Department
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Preface

Life and cycling of inorganic and organic matter on earth is driven to a large
extent by electron transfer (i.e. redox) reactions. This makes understanding
aquatic redox processes essential to all aspects of biogeochemistry, from
remediation of legacy contamination problems, to sustaining environmental
health, to managing ecosystem services. Aquatic redox processes exert their
influence by driving metabolic processes, mobilization and sequestration of
metals, and transformation of organic and inorganic contaminants. Thus, aquatic
redox processes control the chemical speciation, bioavailability, toxicity, and
mobility of both natural and anthropogenic compounds.

Despite the breadth and centrality of aquatic redox chemistry in the
environmental sciences, there have been few attempts to provide a comprehensive
perspective on this topic. A unique opportunity to bring together a wide range of
the community of aquatic redox chemists arose from a symposium at the 239th
ACS National Meeting (21-25 March 2010 in San Francisco, CA) in honor of the
contributions of Donald L. Macalady. Throughout his career, Prof. Macalady
made influential contributions to many aspects of aquatic redox chemistry,
including inorganic, organic, and biogeochemical electron transfer processes in
natural waters and sediments.

The symposium—which was co-sponsored by the ACS Divisions of
Environmental Chemistry and Geochemistry—attracted a large number of
high-quality contributions from a diverse group of leading scientists (representing
environmental and aquatic chemistry, surface chemistry, electrochemistry,
photochemistry, theoretical chemistry, soil chemistry, geochemistry, geology,
microbiology, hydrology, limnology, and oceanography) and engineers
(environmental, civil, and chemical). At the symposium, the synergy between
these researchers was palpable, which led to the idea that a volume based on the
symposium would be timely and constructive.

The scope of this volume was planned to provide a comprehensive overview
of the state of the art in aquatic redox chemistry. Major areas of interest include
interactions between iron, natural organic matter (NOM), and contaminants
including metals, metalloids, and organic pollutants. The contributed chapters
were selected and edited to highlight recent developments in the field, but also
to introduce fundamental aspects and approaches of aquatic redox chemistry in
a systematic and didactic way. To this end, this volume should be effective as
teaching material for upper level students in environmental science or engineering,
as well as being a valuable resource for scientists and practitioners.

In the future, the frontiers in aquatic redox chemistry will be transformed
by increasingly interdisciplinary research efforts and emerging analytical
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methods. These developments should greatly improve our ability to characterize
the interrelated spatial and temporal dynamics that complicate the speciation
of reactants and mechanisms of electron transfer in natural and engineered
aqueous systems. Current knowledge gaps are particularly large with regard to
the mechanistic understanding of heterogeneous electron transfer processes at
interfaces, especially those between water and minerals or bacteria. Thus, for the
foreseeable future, aquatic redox chemistry will continue to be a dynamic and
challenging field of research.

The editors gratefully acknowledge all those who contributed to the planning
and implementation of this volume and the symposium on which it was based.
We are particularly indebted to the authors and reviewers of each chapter, all of
whom fulfilled their roles with very high standards. We also thank the attendees of
the symposium for their numerous comments and thought provoking suggestions,
which helped to shape the final outcome. Finally, we thank the staff of the ACS
Division of Environmental Chemistry, Division of Geochemistry, and Books
Department who contributed the symposium and book.

Stefan B. Haderlein

Center for Applied Geosciences
Eberhard-Karls Universität Tübingen
D-72076, Tübingen
+49 7071 2973148 (telephone)
+49 7071 5059 (fax)
haderlein@uni-tuebingen.de (e-mail)

Timothy J. Grundl

Geosciences Department
University of Wisconsin−Milwaukee
Milwaukee, WI 53201
(414) 229-4765 (telephone)
(414) 229-5452 (fax)
grundl@uwm.edu (e-mail)

Paul G. Tratnyek

Division of Environmental and Biomolecular Systems
Oregon Health & Science University
20000 NW Walker Road
Beaverton, OR 97006
(503) 748-1023 (telephone)
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tratnyek@ebs.ogi.edu (e-mail)
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Chapter 1

Introduction to Aquatic Redox Chemistry

Timothy J. Grundl,1,* Stefan Haderlein,2 James T. Nurmi,3
and Paul G. Tratnyek3

1Geosciences Department and School of Freshwater Sciences, University of
Wisconsin-Milwaukee, Milwaukee, WI 53201

2Center for Applied Geosciences, Eberhard-Karls Universität Tübingen,
D-72076, Tübingen

3Division of Environmental and Biomolecular Systems, Oregon Health &
Science University, Beaverton, OR 97006

*grundl@uwm.edu

Oxidation-reduction (redox) reactions are among the most
important and interesting chemical reactions that occur in
aquatic environmental systems, including soils, sediments,
aquifers, rivers, lakes, and water treatment systems. Redox
reactions are central to major element cycling, to many sorption
processes, to trace element mobility and toxicity, to most
remediation schemes, and to life itself. Over the past 20 years, a
great deal of research has been done in pursuit of process-level
understanding aquatic redox chemistry, but the field is only
beginning to converge around a unified body of knowledge.
This chapter provides a very broad overview of the state of this
convergence, including clarification of key terminology, some
relatively novel examples of core thermodynamic concepts
(involving redox ladders and Eh-pH diagrams), and some
historical perspective on the persistent challenges of how to
characterize redox intensity and capacity of real, complex,
environmental materials. Finally, the chapter attempts to
encourage further convergence among the many facets of
aquatic redox chemistry by briefly reviewing major themes in
this volume and several past volumes that overlap partially with
this scope.

© 2011 American Chemical Society
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Definitions and Scope

Historically, the terms oxidation and reduction arose from experimental
observations: oxidation reactions consumed O2 by incorporating O into products
and reduction reactions reduced the mass or volume of products by expelling O
(1). Chlorine substitution is equivalent to oxygen in this context, so chlorination
is oxidation and dechlorination is reduction. A similarly empirical definition of
reduction is that it usually involves incorporation of hydrogen, and, therefore,
oxidation can be regarded as dehydrogenation (e.g., dehydrogenase enzymes
catalyze oxidation).

More rigorously, oxidation-reduction (redox) reactions are commonly
understood to occur by the exchange of electrons between reacting chemical
species. Electrons are lost (or donated) in oxidation, and gained (or accepted) in
reduction. Oxidation of a species is caused by an oxidizing agent (or oxidant),
which accepts electrons (and is thereby reduced). Similarly, reduction results
from reaction with a reducing agent (or reductant), which donates electrons (and
is oxidized).

These definitions are adequate for most purposes, but not all. Just as acid-
base concepts have proton-specific definitions (the Brönsted model) and more
general definitions (e.g., the Lewis model), redox concepts can be extended from
electron transfer specific definitions to more general definitions that are based on
electron density of chemical species ((2), and references cited therein). The latter
allows for redox reactions that occur by atom-transfer as well as electron transfer
mechanisms. While often ignored, the role of atom-transfer mechanisms can be
important, particularly in redox reactions involving organic compounds.

Redox reactions, defined inclusiv, are central to many priority and emerging
areas of research in the aquatic sciences. This scope includes all aspects
of the aquatic sciences: not just those involving the hydrosphere, but also
aquatic (i.e., aqueous) aspects of environmental processes in the atmosphere,
lithosphere, biosphere, etc. (3). As a field of study, aquatic redox chemistry
also has multidisciplinary roots (spanning mineralogy to microbiology) and
interdisciplinary applications (e.g., in removal of contaminants from water,
sediment, or soil). Despite its cross-cutting appeal, however, very little prior work
has used aquatic redox chemistry as a niche-defining theme. The main exception
to this appears to be several publications by Donald Macalady (e.g, (4)), which is
convenient and appropriate—and not entirely coincidental—given the origins of
this volume (see Preface).

Core Concepts

Any redox reaction can be formulated as the sum of half-reactions for
oxidation of the reductant and reduction of the oxidant. The overall free energy
of a redox reaction is determined by the contributing half-reactions, and the free
energy of each half-reaction depends on the reactants, products, and solution
conditions. At a common set of standard conditions, the free energies—or
corresponding redox potentials—can be used to compare the relative strength of
oxidants and reductants and thereby determine the thermodynamic favorability of
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the overall reaction between any particular combination of half-reactions. This
type of analysis is well suited for a variety of graphical representations, the two
most common of which are redox ladders and Eh-pH (or Pourbaix) diagrams.
The fundamentals of constructing these diagrams are presented in numerous texts
on aquatic chemistry (3, 5, 6), geochemistry (7, 8), and other fields (9). Some
new data that could be used in constructing such diagrams are given in Chapters
2, 3 and 4 of this volume.

Figure 1 is a redox ladder that summarizes a diverse range of redox couples
that are significant in aquatic redox chemistry. The top of the figure is bounded by
several strong oxidants (e.g., hypochlorite, monochloramine, and ozone) that are
capable of oxidizing essentially any compound found in aquatic environments.
Similarly, the bottom of the figure is bounded by strong reductants (zerovalent
metals) that are capable of reducing essentially any compound found in aquatic
environments. These oxidants and reductants fall outside the stability field of
water, so they are not persistent natural species, but they often form the basis of
engineered water treatment systems. Hypochlorite and other strong chlorine-based
oxidants are discussed in Chapters 2 and 11 of this volume, and zerovalent metals
such as iron and zinc are discussed in Chapter 18.

The first column of Fig. 1 is devoted to the redox couples that form the
major terminal electron accepting processes (TEAPs) of microbial metabolism.
The overall redox conditions of most aquatic system are ultimately determined by
these TEAPs. The TEAP that provides the most energy recovery (those at the top
of the redox ladder) favors the types of microorganisms that utilize that process.
As the most favorable electron acceptor is depleted, the next TEAP on the redox
ladder becomes most favorable. This process can result in sequential progression
(in space or time) from TEAPs higher on the redox ladder to those below. This
basic understanding of TEAPs and their effect on aquatic redox chemistry is well
established, but a detailed understanding of the fundamental controls on these
processes is still emerging, as discussed in Chapter 4 of this volume.

Once environmental conditions are established, however, many important
redox reactions proceed without further mediation by organisms. These reactions
are considered to be abiotic when it is no longer practical (or possible) to
link them to any particular biological activity (4, 10). Thus, many of the
half-reactions represented in the 2nd-6th columns in Fig. 1 can be more or
less a/biotic—depending on conditions—and the overall favorability of these
processes is not necessarily affected by microbiological mediation (i.e., the redox
ladder applies either way). However, systems where biotic and abiotic controls
on contaminant fate are closely coupled currently are frontier areas of research
(e.g., Chapters 19-24).

The 2nd-6th columns in Fig. 1 arranged so they represent families of major
redox active species in order from relatively oxidized (and oxidizing) to relatively
reduced (and reducing). Thus, the second column includes the reactive oxygen
species that arise mostly by photochemical processes in natural waters. The
chemistry of some of these processes is described in Chapters 8 and 9. Other
oxidants that arise mainly in water treatment processes are not shown because
they plot above the scale used in the figure, but two are discussed in later:

3
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Figure 1. Redox ladder summarizing representative redox couples for six
categories of species that are important in aquatic chemistry. The potentials
shown are for environmental aquatic conditions (pH 7, most other solutes at 1
mM). TEAPs are terminal electron accepting processes that define regimes of
microbial metabolism. For the organic contaminant category, the upper group
of potentials (red symbols) shows multi-electron couples to stable species and
the lower set (green symbols) are reduction potentials for the first electron

transfer. The chlorinated aliphatic organic contaminants are given by their usual
abbreviations; nitro aromatics include nitrobenzene (NB), 4-chloro-nitrobenzene
(4ClNB), and 2,4,6-trinitrotoluene (TNT). AzB is azobenzene and AN is aniline.
The electron shuttle category includes model quinones (only oxidized forms
listed), anthraquinone disulfonate (AQDS) and anthraquinone carboxylic acid
(AQCA). The two values for natural organic matter (NOM) are described in
Chapter 7. In the last column, GR-1 refers to carbonate substituted green rust.
Data for the this figure were obtained from Chapters 2, 3, and 22 in this volume

and a variety of other sources, especially (7, 9, 11, 12).

hydroxyl radical (from photoactivation with TiO2, Chapter 10) and sulfate radical
(from persulfate, Chapter 12).

The 3rd and 4th columns of Fig. 1 are major classes of redox-active
contaminants: the metal oxyanions, chlorinated aliphatic hydrocarbons (CACs),
and nitro aromatic compounds (NACs). For the metal oxyanions, the oxidized
form is the most mobile and toxic, and reduction results in sequestration of
insoluble products and lower risk (see Chapters 21, 22); for CACs and NACs,
reduction of these compounds may produce more or less toxic end products
depending on the latter steps of reaction (see Chapters 19, 20, 23, 24). In the
column for organic contaminants, another important distinction is illustrated
between the overall reduction potentials (upper, red symbols) and first electron
potentials (lower, green symbols). The overall reduction potentials are always

4
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highly favorable, but the first electron transfer is much less favorable and this step
is usually rate determining.

The last two columns in Fig. 1 show organic electron transfer mediators
(shuttles), especially those that might be associated with natural organic matter
(NOM), and some of the many redox couples involving species of iron. These
two groups can be regarded as bulk electron donors, or as mediators of electron
transfer from other bulk donors. The role of electron shuttles is discussed further
below, and in several other chapters in this volume, especially Chapter 6.

A major limitation of redox ladders such as the one shown in Fig. 1 is that
all the potentials are shown for a common set of conditions, usually “standard”
environmental conditions. The most important of these conditions is pH, which
strongly effects the redox reactions of some species. These effects are represented
by Eh-pH (or pe-pH, or Pourbaix) diagrams, such as the example shown in Fig. 2.
On top of the familiar stability fields for iron, Fig. 2 shows the—perhaps not so
familiar—stability fields for an organic compound: e.g., model quinone, juglone.
This combination shows that the oxidized forms of juglone (QH and Q−) will be
reduced by any FeII species above pH 5, with the most common product being the
partially deprotonated hydroquinone (QH2−) over the range of most relevant pH’s;
whereas juglone is stable in the presence of FeII at pH below 5.

Figure 2. Comparison of the Eh-pH stability diagrams for juglone (a model
quinone and organic electron shuttle, QH) vs. iron (as a bulk electron donor).
Thermodynamic data for juglone obtained from (1). Total aqueous iron

concentration assumed to be 10-6 M.
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Applied Concepts

The core concepts highlighted in the preceding section are powerful heuristics
for understanding, and teaching, aquatic redox chemistry. But, as is often the case
with such heuristics, they are simplifications that can obscure complicating factors
that sometimes dominate real-world behavior. In particular, the concept of Eh (or
pe) as a “master” variable, which—along with pH—defines the “reaction space”
of aquatic systems, has proven to be so attractive that the many limitations to this
concept tend to be neglected. This issue must be addressed when attempting to
relate the relatively-unambiguous thermodynamic analysis of well-defined half-
reactions (illustrated in the section above) to experimentally observable indicators
of redox conditions, such as electrode potential measurements (this section).

A fundamental reason for complexity in assessing the redox conditions
of aquatic systems is that most aqueous redox reactions in such systems are
kinetically limited and therefore not in equilibrium with each other. Under these
circumstances, potential measurements made with an inert electrode (e.g., Pt)
are mixed potentials in which each redox couple in contact with the electrode
exchanges electrons independently and the electrode response is the sum of anodic
(reductive) and cathodic (oxidative) currents, each weighted by the corresponding
exchange current density (a measure of the sensitivity of the electrode to particular
species). This mixed potential does not necessarily reflect equilibrium among the
couples or between the electrode and any particular couple, so the relationship
between mixed potentials measured on complex environmental samples and
specific redox active species in the sample is not well defined. The theoretical
and practical difficulties with interpretation of direct potentiometry as a means
to define the redox intensity of aquatic systems was a major issue in the early
literature on aquatic redox chemistry (13–18).

Despite these complications, there is a general correspondence between Eh
(both the theoretical thermodynamic quantity and the measured mixed potential)
and qualitative characterizations of redox conditions, such as the concentration
of key indicator species like oxygen, sulfide, or carbon (19), and hydrogen
(20). Taken together, these criteria can be used to locate various types of
environmental waters on an Eh-pH diagram, as shown in Fig. 3. The labels
for types of environmental waters are positioned in Fig. 3 based on entirely
qualitative considerations (and “ideal” behavior), but the light gray points show
the distribution of measured data on water samples ranging from highly aerobic
to transitional systems to highly anaerobic conditions.

Like redox intensity (potential) measurement, characterization of redox
capacity (e.g., “poising”, the redox capacity property analogous to buffer capacity
with respect to pH (25, 26)) is also ambiguous for natural systems. In principle,
oxidative capacity should be the stoichiometric sum of all oxidants present minus
the sum or reductants present (27, 28), but the lack of equilibrium between the key
redox active species means that redox capacity is, at best, a conditional property
strongly dependent on the operational conditions used in its determination. For
example, it has been proposed that redox capacity be determined by titrating
(reducing) samples with dissolved oxygen, and the changes in Eh measured with
a Pt electrode be used to quantify its capacity with respect to S(II), Fe(II), etc.
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(29). Of course, using stronger oxidants (than O2, e.g., permanganate) or longer
(or shorter) contact times will result in different amounts of oxidant consumption
and therefore different indications of oxidant capacity.

Figure 3. Eh-pH diagram showing approximate regions of typical environmental
systems superimposed on the stability fields for iron and juglone from Fig. 2.
Labels for representative types of environmental waters are adapted from the
figures in various sources (7, 21–23). Light gray data points in the background
are measured Eh data, adapted from the classic figure by Baas-Becking (24).

Diverse Perspectives

The concepts of aquatic redox chemistry (such as those summarized above)
play such a central role in many aspects of environmental science that they are
prominent in several previous monographs on other aspects of aquatic science.
An early example of this is an ACS Advances in Chemistry Series volume on
interfacial and interspecies aspects of aquatic chemistry (30), which contains
chapters dealing with the development of redox zones, specific redox reactions
within large water bodies, photochemically driven reductive dissolution of iron
oxides, and reduction of halocarbon compounds is discussed especially when
mediated by NOM. Another, similarly-relevant monograph (31) covers numerous
topics that are pertinent to aquatic redox chemistry including reactivity of NOM
and microbially mediated contaminant degradation. NOM mediation is an
important mechanism and is a prominent theme in the current volume.
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The theme of heterogeneous electron transfer is explored in some detail in
an ACS Symposium Series volume focused on interfacial reactions (32). The
scope of this work includes mineral oxidation, mineral reduction, and the effects
of surface layers on the reacting minerals; the ability of ferric oxides to not only
exchange structural electrons, but to also mediate electron exchange from surface
bound FeII; and NOM mediation of redox reactions by algal exudates that have
been photochemically activated.

The usefulness of electrochemical techniques, including amperometric,
potentiometric and voltammetric techniques, for the direct determination of redox
speciation and elemental cycling in general is highlighted in (33). This topic is
extended in the current volume (Chapters 7 and 13 in this volume). These authors
show that when applied carefully, voltammetric methods are particularly useful
in deciphering redox mechanisms.

A recent special issue of the journal Environmental Science and Technology
(Vol. 44, No. 1, 2010) on biogeochemical redox processes is a particularly
germane compendium of environmental redox processes as they apply to the
fate of contaminants, primarily involving inorganics. Both abiotic and biotically
driven electron transfer between solution and a variety of mineral phases and
the resultant mobilization of contaminants is explored in great detail ((34), and
references cited therein). The role of real world complexities and the relative
importance of physical limitations (diffusion limited mass transport, sediment
heterogeneity, seasonal variability) versus chemical limitations (reaction kinetics,
dynamics of microbial consortia) are long recognized questions that are beginning
to be addressed by contributions to this compendium. New advances in both
electrode based (35–37) and spectroscopic techniques for the measurement of
redox rates and processes are also described.

Signs of Convergence

Although the literature on the diverse range of aspects of aquatic redox
chemistry has grown greatly in quantity and sophistication over the last 20 years,
there is no single volume focused on aquatic redox chemistry. The centrality of
redox to much of environmental chemistry means that contributions to this field
have come from a wide range of disciplines, but there has been little convergence
between the contributions of these disciplines. The goal of this volume is to
provide a compilation of papers that, together, define the scope and fundamental
concepts of the field of aquatic redox chemistry together with a selection of the
most significant new research developments.

One common theme that is shared by many chapters in this volume is that
redox reactions can be facilitated by sequences of coupled electron transfer
reactions—herein referred to electron transfer systems (ETS)—where the
intermediate species serve as mediators or shuttles for the process. Broadly
defined, the general ETS model includes electron exchange between solids and
aqueous phases (38) via external electron mediators (39) via atom exchange in
solid phases (40), or outer membrane enzymatic “nanowires” (41, 42).
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The ETS model is illustrated in Fig. 4. Starting in the upper left of the
diagram, electrons are transferred from donor species to acceptor species through
a mediator species, with the overall path represented by the curved red arrow.
The narrow black arrows indicate the step-wise electron exchanges as they are
commonly shown in electron shuttle/mediator schemes (e.g., Fig. 1 in Chapter
6). As reactions proceed, the net flow of electrons is from upper left to lower
right (i.e., “downhill”) along the curved red arrow. (Note that the Y-axis of
Fig. 4 presents negative potentials at the top and positive potentials at the
bottom, which is opposite the usual arrangement in redox ladders and Eh-pH
diagrams). Individual electron transfers occur at interfaces (represented by the
diagonal dashed lines), which can be physical boundaries (such as between two
distinct layers of sediment, a mineral-water interface, or the outer wall of a cell
membrane), or can be conceptual boundaries (where the donor, mediator and
acceptor species are in the same phase).

Figure 4. General representation of a 3-cell electron transfer system (ETS).
The reaction coordinate can also represent time or space. Contacts between
the cells (dashed lines) can be pairs of reactants in the same medium or

physical interfaces. Physical separation of the cells may be necessary to avoid
short-circuiting, especially for ETS with more than 3 cells.

Mediation is not constrained to the direct transfer from donor through
mediator to acceptor but is free to make use of a variety of physiochemical
processes including the intervalence band electron delocalization or
semiconducting properties of mineral lattices, coupling among redox active
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moieties in NOM, or the rapid photolytic regeneration of reactive oxidants.
Interfaces are viewed broadly and vary widely from one ETS to another.
Interfaces range from the surface of a molecule in the case of a dissolved mediator
to an entire mineral grain in the case of semiconducting minerals. Depending on
the ETS, interfaces remain active by continuous replenishment of donor species;
by successful removal of reaction products (acceptor species); avoidance of
surface passivation; activation/inhibition by adsorbed ligands or maintenance of
an appropriate microbial consortia. Interfaces of larger scale are also applicable
in this context: e.g. aquitard/aquifer boundaries where aquitards act as a source
of electrons to adjacent aquifers or to sediments with sequential TEAP zones
allow the ETS paradigm to be extended to field scale processes.

Volume Organization

The volume is organized into four sections. Chapters 2 through 7 deal
with the core aspects of aquatic redox chemistry including recent advances in
theoretical understanding of these inherently disequilibrium processes and an
in-depth treatment of the redox behavior of NOM. The second section considers
the formation of a variety of reactive oxygen species (Chapters 8 through 10) and
finishes with a look at reactions driven by two specific oxidants, chlorine and
sulfate radicals (Chapters 11 and 12). An equivalent treatment of environmental
reductants (Chapters 13 through 18) followed by an elucidation of specific
reduction reactions (Chapters 19 through 23) constitutes the third section. The
final section (Chapters 24 through 26) contains in-the-field studies that describe
the primary redox processes at play in natural systems.

Several themes are common to multiple chapters in this volume, the most
apparent of which is the complicated, subtle manner in which electrons move
within the environment. This supports the need to develop a fundamental, process-
level understanding of the reactions in question. Highly specific and complicated
redox chemistry is found within any system of related redox reactions and the
redox activity within the iron system is one clear example.

The reductive activity of FeII in solution depends strongly on Fe-ligand
complexing. The ligand involved either stabilizes the original FeII reactant or the
resulting FeIII product with the resultant inhibition or enhancement of reaction rate
(Chapter 14 this volume). Similarly, FeII-ligand enhancement of reaction rates
allows the Fenton reaction to operate at environmentally relevant pHs in natural
systems that contain organic ligands (Chapter 9 this volume). NOM coatings
can either inhibit or enhance the reactivity of nano-sized ZVI (Chapter 18 this
volume). In this case the inhibition is due to the formation of a semi-permeable
passivating layer and enhancement is due to coatings containing reactive moieties
that act as electron shuttles. In iron-rich clays the reversibility and extent of
reactivity of is a function of many variables including the location of the iron
center within the mineral lattice, the ability of the lattice to accommodate the
charge imbalance induced by either the oxidation or reduction of iron, electron
delocalization through FeIII-O-FeII intervalence electron transfer and the nature of
the reductant (Chapter 17 this volume). Oxidation of dissolved FeII at the surface
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of solid ferric oxides is extremely complex because of the semi-conducting nature
of these mineral phases. Electrons released by FeII oxidation either become
delocalized within the oxide lattice or trapped in a lattice defect (Chapter 15 this
volume). Delocalized electrons are free to move within the lattice and become
involved in ancillary reduction reactions with other oxidants in solution or to
leave the lattice entirely as desorbed FeII (Chapter 15 this volume).

It is important to recognize that the need for a process-level understanding is
not limited to the specifics of a given electron transfer reaction but also extends
to external constraints affecting the progress of the reaction. External constraints
include field-scale effects such as mass transfer limitations and heterogeneity
in both the flow regime and the reactivity that cause competition between the
residence time and the characteristic reaction time of solutes within a moving
parcel of water (Chapters 21 and 25 this volume) or between aquifer and aquitard
(Chapter 26 this volume). Whether the reaction is driven biotically or abiotically
will affect the rates of reaction directly (Chapter 23 this volume) or in the case
of smectite reduction, completely change the mechanism of electron transfer
(Chapter 17 this volume). Obviously the microbial consortia that drive biotic
processes are subject to electron donor/acceptor and nutrient availability as well
as to the buildup of metabolic waste products. Chapter 4 (this volume) presents
the concept of measured energy thresholds that are related to the energy ideally
conserved by microbial ATP synthesis to determine if the microbes are limited by
thermodynamic constraints or by mass transfer constraints.

A second theme that becomes apparent is that much of this process-level
understanding of electron flow is due to advances in analytical techniques. Some
are clever variants of established techniques and some are truly new. Variants of
older techniques include the use of voltammetry at mercury electrodes for the
detection of FeS nanoparticles (Chapter 13 this volume) or complex waveforms
with microelectrdes for study of NOM (Chapter 7 this volume); and the use
of probe compounds (Chapters 17, 19 and 24 this volume). New analytical
techniques that are proving useful include the use of redox driven isotopic
fractionation via compound specific isotope analysis (CSIA) (Chapters 16 and
17 this volume). The isotope specificity of Mossbauer spectroscopy has been a
powerful tool in the understanding of redox behavior of ferric oxides (Chapter 15
this volume)

Closing

This volume summarizes the maturing understanding of redox processes in
the environment on the part of researchers in the field. Long standing gaps in
our knowledge are falling in the face of advances in analytical techniques and
the attendant process-level understanding of electron flow. We hope that as the
reader progresses through this volume these new conceptualizations of electron
flow and redox processes in general will stimulate new avenues of research in this
fascinating and important field.
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Chapter 2

Thermodynamic Redox Calculations for
One and Two Electron Transfer Steps:

Implications for Halide Oxidation and Halogen
Environmental Cycling

George W. Luther, III*

School of Marine Science and Policy, University of Delaware, Lewes,
DE 19958, U.S.A.
*luther@udel.edu

In oxygenated waters, chloride and bromide are the
thermodynamically stable halogen species that exist whereas
iodate, the thermodynamically stable form of iodine, and iodide
can co-exist. The stability and oxidation of halides in the
environment is related to the unfavorable thermodynamics
for the first electron transfer with oxygen to form X· atoms.
However, reactive oxygen species (ROS) such as 1O2, H2O2
and O3 can oxidize the halides to X2 and perhaps HOX in
two electron transfer processes; these reactions become less
favorable with increasing pH. Fe(III) and Mn(III,IV) solid
phases can oxidize halides with similar patterns as ROS.
The ease of oxidation increases from Cl- < Br- < I-. X2 can
also form HOX in water, and both halogen species can react
with natural organic matter with formation of organo-halogen
(R-X) compounds. During the treatment of drinking water,
unwanted R-X disinfectant byproducts can form when the
oxidant is not capable of quantitatively converting iodide to
iodate. Natural and anthropogenic volatile R-X compounds are
photochemically active and lead to X· atoms in the atmosphere
which undergo reaction with O3 via an O atom transfer step
(two electron transfer step) resulting in O3 destruction. In the
case of iodine, iodine oxide species form aerosol nanoparticles
leading to cloud condensation nuclei.

© 2011 American Chemical Society
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Introduction

To understand redox transformations in the environment, thermodynamic
calculations from experimental aqueous redox potential or free energy data are
used to describe reactions in which one or more of the reactants undergo an
electron transfer of many electrons (n>2) from most reduced to most oxidized
chemical species (e.g., (1)) as in the oxidation of hydrogen sulfide to sulfate.
However, reactions proceed in several discrete one or two electron transfer
steps along the entire reaction coordinate or pathway of 8 electrons as in the
oxidation of sulfide to sulfate. In a previous paper (2), the thermodynamics of
several multi-step reactions were shown to have a thermodynamic barrier when
a sequence of one and/or two electron transfer reactions along the entire reaction
pathway were considered. Thermodynamic calculations were performed over all
pH for reactions between the elemental cycles of C, N, O, S, Fe, Mn and Cu using
common environmental oxidants and reductants. The transformations included
(i) the oxidation of Fe2+ and Mn2+ by O2, reactive oxygen species (ROS) and
NOx species to Fe(III) and Mn(III,IV) solid phases, (ii) the oxidation of NH4+

to N2 and N2O by oxygen species as well as Fe(III) and Mn(III,IV) solid phases
and (iii) the reduction of Fe(III) and Mn(III,IV) solid phases by H2S to Fe2+ and
Mn2+. The calculations showed that the one-electron reaction of H2S or HS- with
O2 was unfavorable over all pH, but the two electron transfer was favorable. The
reason is due to the unlikely formation of HS· and O2·□ (superoxide) versus the
formation of S(0) and H2O2 as products for the one versus two electron transfer,
respectively. The pH dependence on the kinetics of Mn(II) and Fe(II) oxidation
was also shown to be related to the first electron transfer step and O2·- formation.

In this paper, the same thermodynamic principles are used to show the
stability or reactivity of Cl-, Br- and I- to oxidation in the environment by
oxygen and ROS species, (oxy)hydroxides of Fe(III) and Mn(III,IV) and NOX
species. Possible initial products of halide oxidation are the halide radical (X·,
an one electron transfer) or dihalogens (X2; a two electron transfer), which can
react with water or hydroxide to form hypohalous species (e.g., HOX or OX-).
HOX species can also form directly on halide oxidation in two electron transfer
processes involving O atom transfer. Soluble HOX can react with organic matter
to form R-X compounds (3, 4) as HOX is a source of positive halogen (HO- X+)
whereas gaseous HOX leads to radicals (HO· + ·X). The formation of volatile
and non-volatile R-X compounds can occur in waters and sediments. In addition,
R-X compounds (more recently R-I) form in drinking water that is treated with
chloro-amine (5) and manganese dioxide (6) rather than bleach alone which
oxidizes iodide directly to iodate. Because halides are good leaving groups in
many carbon compounds, they can be displaced by each other (e.g., normally Cl-
displaces Br- which displaces I-) or other nucleophiles such as HS-. This leads
to toxic organic compounds including toxic disinfectant byproducts in drinking
water.

For aqueous I-, the continued inorganic oxidation reaction of HOI or its
disproportionation leads to IO3- (7, 8), the thermodynamically favored form in the
environment, whereas Cl- and Br- are the only thermodynamically favored forms
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in solution (9). The organic and inorganic HOI reactions permit a buildup of I-
even in fully oxygenated natural waters (10, 11).

In the atmosphere, X· forms from the photochemical decomposition of C-
X bonds in volatile organic compounds (12). The resulting X· undergoes many
reactions with ROS and in the case of iodine leads to IO· and eventual aerosol or
nanoparticle formation (13).

In this chapter, experimentally derived aqueous thermodynamic data are used
for all calculations. In chapter 2 of this volume, Bylaska et al (14) demonstrate
how one-electron potentials can be obtained from theoretical calculations when
experimental data are not readily available.

Methods

Calculating Aqueous Redox Potentials from Half-Reactions

Aqueous thermodynamic data used (at 25 0C and 1 atm) are from Stumm
and Morgan (15), Bard et al (16) and Stanbury (17), who tabulated reduction
potentials for aqueous inorganic free radicals. The value used for the Gibbs free
energy for Fe2+ (-90.53 kJ/mole) is that discussed in Rickard and Luther (18).
Values of the free energy for IO2H and IO2- are from Schmitz (19). The basic
mathematical approach has been fully developed in standard textbooks and used
in previous publications (2, 20). First, a reduction half-reaction for each redox
couple is written as for the case of aqueous oxygen reduction to water in eqn. 1a.
From the known Gibbs free energies or standard redox potentials, a pε0 (=log K) is
calculated at the standard state conditions for each half-reaction (eqns. 1b and 1c),
which is normalized to a one electron reaction. For example, eqn. 1a is normalized
to become eqn. 1d.

The standard state ΔGo for the reaction = - 490.68 kJ / 2 mole H2O or 4mole of
electrons. The equilibrium constant (K04) is given in eqn. 1b where {} indicates
activity for each chemical species and the activity of H2O is defined as 1. Log
K04 = ΔG0 / [(-2.303)RT ] = 85.96 for 4 mole of electrons or 21.49 for 1 mole of
electrons where
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For a one-electron reaction, we have

and equation 1c becomes eqn. 1e

which is rearranged to eqn. 1f

From the Nernst Equation, pεo = ¼ log K04 = 21.49 (the standard state value).
Thus,

At 250 µM O2 (250 x 10-6 M; 100% saturation at ~ 25 oC; the activity coefficient
for O2 ~ 1), this expression becomes

and at 1µM O2 (10-6 M), this expression becomes

At unit activity for all reagents pε = pεo. At unit activity of all reagents other
than the H+, we can calculate the approximate pH dependence for all reactions. In
the O2 example, eqn. 1f becomes eqn. 1j, which is used for all calculations in this
paper.

A pε(pH) for a half-reaction at a given pH can then be calculated and the
reactions for this paper are presented in Appendix 1. The calculated value for
each half-reaction is given as a function of pH as in the examples in Appendix
1, and these can easily be entered into spreadsheets for quick calculations of
full reactions from two half-reactions (see next section). [When H+ or OH- is
not in a balanced equation for a half-reaction, there is no pH dependence on
the half-reaction.] The pε calculated is termed pε(pH) which provides a log K
for each half-reaction at a given pH. Concentration dependence for the other
reactants are not considered in the calculation; thus, these are considered standard
state calculations (note that eqns. 1i and 1j show a 1.50 log change for an oxygen
concentration range from 1 µM to unity activity so the calculations could vary an
order of magnitude or more in either direction when concentration dependence
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is included). However, comparisons can be more easily made when combining
different half-reactions at a given pH. This permits an assessment of which
combined half-reactions are thermodynamically favorable and thus more likely
to react in a given environmental setting.

Coupling Half-Reactions

As an example of the coupling of two half reactions to determine whether a
reaction is favorable, I use the data in Appendix 1 for the reaction of O2 (eqn. O1)
andMn2+ (eqn. Mn1) to form H2O andMnO2 at pH = 7. In this case, log K [for the
complete reaction] = pε (O2) - pε(Mn2+) = 14.49 - (6.8) = 7.69. The negative sign in
front of pε(Mn2+) indicates that the half-reaction is now an oxidation half-reaction.
This calculation is for the full reduction of O2 to water.

For this work, Appendix 1 lists the pε(pH) values for Mn, Fe, oxygen and
halide species for the relevant one and two-electron transfer reactions considered.
Dissolved Fe(II) and Mn(II) are primarily hexaaquo species until the pH is > 7 so
the concentration and activity are equal, where hydroxo complexes start to become
important. The latter are not considered in this analysis, but the pH dependence for
the known oxidation kinetics of Fe(II) andMn(II) with oxygen are predicted by the
thermodynamics, and a linear free energy relationship exists for Fe(II) oxidation
by O2 (2).

Results and Discussion

Oxidation of Halides to X· by O2 and ROS: One Electron Transfer

Figure 1 shows thermodynamic calculations for the reaction of halides to
halide radicals (X·) with triplet O2 (3O2) and ROS for the full reduction of O2
to H2O in four one-electron steps. For this and all subsequent figures, a positive
Δlog K on the y-axis indicates a favorable complete reaction and a negative Δlog
K indicates an unfavorable reaction as ΔGo = -RT lnK = -2.303RT log K.

Figure 1a indicates that the first electron transfer reaction of halides with O2
is unfavorable as the free radical products, X· and O2·-, are formed. This reaction
requires that halides must unpair electrons in an outer sphere electron process so
that one electron from an halide can be donated to the singly occupied molecular
orbital of 3O2 (11). Figure 1b shows the reaction of O2·- with halides is also
unfavorable except for iodide at low pH. Thus, iodide may react with O2·- in acid
rain. The reaction of peroxide with halides (Figure 1c) is also unfavorable, but the
reaction of OH· radical is favorable for iodide and bromide.
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Figure 1. One-electron transfer reactions of X - with oxygen species from
Appendix 1 to form X·; (a) reaction O6 coupled with reactions CL3, Br3, Io3. (b)
reaction O7 coupled with reactions CL3, Br3, Io3. (c) reaction O8 coupled with
reactions CL3, Br3, Io3. (d) reaction O9 coupled with reactions CL3, Br3, Io3.

Oxidation of Halides to X2 by O2 and ROS

Figure 2 shows the thermodynamic calculations for the possible reaction of
halides to dihalogens, X2, with the same oxidants.

Figure 2a again shows that O2 reactions are unfavorable whereas O2·- (figure
2b) and peroxide (figure 2c) are predicted to be more favorable, especially for
iodide and bromide. There is no apparent thermodynamic barrier to OH· radical
reaction (figure 2d).
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Figure 2. One-electron transfer reactions of X - with oxygen species from
Appendix 1 to form X2; (a) reaction O6 coupled with reactions CL1, Br1, Io1. (b)
reaction O7 coupled with reactions CL1, Br1, Io1. (c) reaction O8 coupled with
reactions CL1, Br1, Io1. (d) reaction O9 coupled with reactions CL1, Br1, Io1.

Oxidation of Halides by O3,1O2, NOx: One Electron Transfer

Figures 3a and 3b show the thermodynamics for one electron transfer of
halides to halide radicals (X·) with singlet O2 (1O2) and ozone, respectively, and
these reactions are independent of pH.
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Figure 3. One-electron transfer reactions of X- with 1O2 and O3 to form X·; (a)
reaction O6 coupled with reactions CL3, Br3, Io3. (b) reaction O7 coupled

with reactions CL3, Br3, Io3.

The unpairing of electrons in the highest occupied molecular orbital of an
halide in an outer sphere electron process is unfavorable despite the fact that
1O2 and O3 have lowest unoccupied molecular orbitals that can readily accept
an electron (11). Both of these reactions are also unfavorable over all pH. The
first electron transfer step in the oxidation of halides by the free radical NO2 to
form NO2- and the free radical NO to form NO2 are also thermodynamically
unfavorable over all pH (data not shown).

Oxidation of Halides by 3O2, 1O2, H2O2, O3 To Form X2 or HOX: Two
Electron Transfer

Figure 4 shows the thermodynamic calculations for the reaction of halides
to form dihalogens, X2, in two-electron transfer reactions. 3O2 (Figure 4a) again
has a significant thermodynamic barrier to halide oxidation and H2O2 formation
whereas 1O2 (Figure 4b) can oxidize iodide. H2O2 (Figure 4c) and O3 (Figure
4d) can oxidize all halides at most environmental pH conditions, and these are
the most favorable reactions for halide oxidation with ROS. Although H2O2
can oxidize the halides, these reactions become less favorable with increasing
pH and are slow kinetically (21, 22). This is a likely reason why plants have
developed vanadium and iron dependent haloperoxidases (21, 22), which are used
to catalyze halide oxidation with subsequent formation of R-X compounds. Some
of the haloperoxidases are not capable of oxidizing Cl- and Br-, which follows the
thermodynamic pattern shown in Figure 4c.
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Figure 4. Two-electron transfer reactions of X - with oxygen species from
Appendix 1 to form X2; (a) reaction O2 coupled with reactions CL1, Br1, Io1. (b)
reaction O5 coupled with reactions CL1, Br1, Io1. (c) reaction O3 coupled with
reactions CL1, Br1, Io1. (d) reaction O4 coupled with reactions CL1, Br1, Io1.

Figure 5 shows the thermodynamic calculations for the reaction of halides
to form HOX species in two-electron transfer reactions. These reactions have
similar thermodynamic trends but are not as favorable as those shown in Figure
4 to form X2. 3O2 (Figure 5a) again has a significant thermodynamic barrier to
halide oxidation and H2O2 formation whereas 1O2 (Figure 5b) can oxidize iodide.
Formation of HOX appears more favorable than X2 for H2O2 (Figure 5c) and O3
(Figure 5d) oxidation of all halides and these reactions are likely O atom transfer
processes. In water, direct formation of HOX may occur in peroxide reactions.
However, I2 has been shown to form from iodide oxidation by O3 in brown algae,
which were not submerged in water (23). Because O3 does not penetrate the
surface ocean microlayer from the atmosphere, its reactions are significant only
in the surface microlayer (24).
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Figure 5. Two-electron transfer reactions of X- with oxygen species from
Appendix 1 to form HOX; (a) reaction O2 coupled with reactions CL2, Br2, Io2.
(b) reaction O5 coupled with reactions CL2, Br2, Io2. (c) reaction O3 coupled
with reactions CL2, Br2, Io2. (d) reaction O4 coupled with reactions CL2, Br2,

Io2.

Oxidation of Halides to X· and X2 by Fe(III) and Mn(III,IV) Solid Phases –
Sedimentary Reactions

Other common environmental oxidants, especially in sediments, are the
(oxy)hydroxides of Fe(III) and Mn(III,IV). Figure 6 shows that the one electron
oxidation of halides to halide radicals (X·) for chloride (figure 6a) and bromide
(figure 6b) are not favorable. Iodide oxidation (figure 6c) is only favorable for
MnOOH and Mn3O4 at pH ≤ 2.
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Figure 6. One-electron transfer reactions of X- with oxidized metal species from
Appendix 1 to form X·; (a) reaction CL3 coupled with reactions Mn1, Mn2, Mn3,
Fe1, Fe2, Fe3. (b) reaction Br3 coupled with reactions Mn1, Mn2, Mn3, Fe1,

Fe2, Fe3. (c) reaction Io3 coupled Mn1, Mn2, Mn3, Fe1, Fe2, Fe3.

However, Figure 7a-c show that the two electron halide oxidation reactions to
form dihalogens, X2, become favorable at low pH in the order chloride < bromide
< iodide. These reactions are similar to the well-known reaction of MnOOH with
iodide to form I2 at low pH which is the basis for the Winkler oxygen titration
(25). The kinetics of the reaction of Mn(IV) with iodide has recently been studied
because MnO2 can be a principal component of sediments (26) and a chemical
agent to provide clean drinking water (27). In these two environmental settings,
unwanted R-I transformations can occur, and in the case of sediments could
promote the incorporation of radioactive iodine into a variety of compounds. At
pH values above 5-7, the iodide oxidation reaction slows down or ceases (26, 27)
consistent with the thermodynamic data in Figure 7c.
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Figure 7. Two- electron transfer reactions of X- with oxidized metal species from
Appendix 1 to form X2; (a) reaction CL1 coupled with reactions Mn1, Mn2, Mn3,
Fe1, Fe2, Fe3. (b) reaction Br1 coupled with reactions Mn1, Mn2, Mn3, Fe1,

Fe2, Fe3. (c) reaction Io1 coupled Mn1, Mn2, Mn3, Fe1, Fe2, Fe3.

Figure 7c shows that the two-electron reduction of Fe(III) and Mn(III,IV)
phases by I- to I2 is favorable but decreases with increasing pH as observed by Fox
et al (26) and von Gunten et al (27) for MnO2. However, there is a thermodynamic
barrier to Mn(III) reduction at a pH ≥ 6 and to Fe(III) reduction at pH ≥ 2. These
Fe and Mn reactions are solid phase reactions and are surface controlled. The
transition state also varies with increasing pH as the zero point of charge (15) of the
metal oxide phases changes from positive to negative. Thus, two negative species
that would repel each other are involved in the transition state at higher pH, and
I- does not adsorb to the MnO2 surface at higher pH limiting its oxidation (26).
For I- to donate two electrons to an Fe(III) or Mn(III) phase would require that
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each I- donate the electrons to a band containing several orbitals that are empty or
partially occupied so that two Fe(III) or Mn(III) ions would accept the electrons.
The resulting I+ would react with another I- to form I2 or with water or OH- to
form HOI resulting in possible formation of IO3-. These calculations indicate that
clusters or nanoparticles of oxidized metals would be important environmental
oxidants.

Oxidation of Halides to HOX by Fe(III) and Mn(III,IV) Solid Phases

Figure 8 shows the reaction of Fe(III) and Mn(III,IV) phases with halides to
form HOX species in two-electron transfer reactions. These reactions have similar
thermodynamic trends as those shown in Figure 7. Figures 8a-c show that halide
oxidation becomes favorable at low pH in the order chloride < bromide < iodide.
Because the reaction of MnOOH with iodide to form I2 at low pH is the basis for
the Winkler oxygen tritration (25), HOI and other HOX species are not likely first
products of halide oxidation with metal (oxy)hydroxide phases.

Iodate Formation

Recently, thermodynamic data for the iodous acid forms have become
available (19) and the successive two electron or O atom transfer oxidation
reactions of I- to HOI to IO2H to IO3- by H2O2 are favorable over all pH (data
not shown). The corresponding reactions with triplet oxygen to form any of these
species (e.g.; figures 2 and 4) are not favorable. Although iodide oxidation seems
to be a likely way to form IO3-, disproportionation of HOI and IO2H is possible
and does not require O2 or a reactive oxygen species (7, 8).

Atmospheric Reactions Involving Halogen Atoms

Although X atoms do not readily form in solution, they are a common
species in the atmosphere due to photochemical activation, and their formation
and reactivity has been studied extensively (28, 29). Atmospheric reactions are
typically not complicated by water and H+ transfers or formation. The formation
of halogen atoms in the atmosphere appears related to three major natural
processes involving plants and algae in marine and other natural waters, which
facilitate volatile R-X formation and subsequent photochemical decomposition
via homolytic bond cleavage of the C-X bond. In addition, photochemical
decomposition of anthropogenic gaseous R-X compounds occurs.
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Figure 8. Two- electron transfer reactions of X- with oxidized metal species
from Appendix 1 to form HOX; (a) reaction CL2 coupled with reactions Mn1,
Mn2, Mn3, Fe1, Fe2, Fe3. (b) reaction Br2 coupled with reactions Mn1, Mn2,
Mn3, Fe1, Fe2, Fe3. (c) reaction Io2 coupled with reactions Mn1, Mn2, Mn3,

Fe1, Fe2, Fe3.

First, O3 can react with halides to form HOX and X2, which can react
with natural organic matter to form R-X compounds (27). Second macroalgae
and microalgae produce R-X compounds presumably through haloperoxidases
(30–33). Third, iodide in the interstitial fluids of the brown kelp, Laminaria
digitata, and perhaps other plants can be released and used as an antioxidant to
react with H2O2 and O3 during oxidative stress (23). Oxidation of iodide above
or out of the water leads to formation of I2 rather than volatile organo halogen
compounds, and I2 formation can be three orders of magnitude larger than R-I
and other R-X compound formation (23).

Relevant peroxide solution reactions to form HOX and X2 from these
processes are eqs. 2-3 whereas possible surface microlayer and lower atmospheric
ozone reactions are eqs. 4-5, where X- can come from sea salt spray. These latter
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reactions are most favorable for iodine (Figures 4 and 5), but are unwanted as
they destroy O3.

Once X2 and HOX are formed, they can react with organic matter to form
R-X compounds (4), which are released to the atmosphere. X2, HOX and R-X
chemical species can be photochemically decomposed to X atoms, R radicals and
OH radical as in eqs. 6-8. Because bonds of iodine with other atoms are weaker
than corresponding Cl and Br analogs (35), iodine reactions are more facile.

Upon formation, X atoms can undergo a variety of thermodynamically
favorable O atom transfer reactions with ROS and NO (eqs. 9-10) as discussed
in Whalley et al (34). The destruction of O3 is a main reaction that leads to XO
radicals that can react with NO to form NO2. Two IO molecules also react to form
OIO (eq. 11), which further reacts with IO to form stable I2O3 (eq. 12) and I2O5
with eventual formation of nanoparticles or aerosols (13).

XO can also react with HO2 to abstract a H· atom to form HOX (eq. 12),
which is photochemically sensitive and regenerates OH (eq. 8).
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Both OH and HO2 also result in O3 destruction (eqs. 13-14) in a similar
manner to the halogen reactions above. Thus, decreasing halogen emissions to
the atmosphere is of critical importance.

Conclusions

The thermodynamic data above show that halide oxidation in oxygenated
waters is not a favorable process at any pH unless the reactive oxygen species,
O2·-, ·OH, 1O2, H2O2 or O3, can form via chemical, photochemical or enzymatic
pathways. The best oxidants in aqueous solution appear to be the one electron
oxidant, ·OH, and the two electron oxidants, 1O2, H2O2 or O3. However,
thermodynamic favorability depends on the halide with iodide being the easiest
to oxidize as well as on pH with thermodynamic favorability decreasing with
increasing pH. Haloperoxidases are particularly efficient in oxidizing halides with
H2O2. Because O3 does not penetrate the ocean microlayer from the atmosphere,
O3 reactions appear significant only in the surface microlayer. Some plants, which
have iodide in their pore fluids, can release iodide above the water to react with
O3 with I2 formation (23). In sediments, Mn(III) (oxy)hydroxides are possible
oxidants at near neutral pH for iodide; however, chloride and bromide reactions
can only occur at pH values ≤ 2-3. In the atmosphere, halogen oxidation reactions
are more likely due to photodecomposition of C-X bonds to X atoms, which react
with O3, NO, XO and other species by O atom transfer, a two electron transfer
process.
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Appendix 1

Table 1. Reduction reactions for relevant oxygen, halide, Fe and Mn
reactions normalized to one electron. All species are in aqueous form except
for the oxidized Fe and Mn solids, and the reduced soluble metal species are
the hexahydrate forms. Activities of all reactants other than H+ are at unity

OXYGEN REACTIONS

four electron reaction normalized to one electron

1/4 O2 + H+ + e- → ½ H2O pε = pεo - pH = 21.49 -pH (O1)

two electron reactions normalized to one electron

½ O2 + H+ + e- → ½ H2O2 pε = pεo – pH = 13.18 -pH (O2)

½ H2O2 + H+ + e- → 1 H2O pε = pεo – pH = 29.82 -pH (O3)

½ O3 + H+ + e- →½ O2(aq) + ½ H2O pε = pεo – pH = 34.64 -pH (O4)

½ 1O2 + H+ + e- → ½ H2O2 pε = pεo – pH = 21.57 -pH (O5)

One electron transfer reactions only

O2 + e- → O2- pε = pεo = -2.72 (O6)

O2- + 2 H+ + e- → H2O2 pε = pεo – 2pH = 29.08 -2pH (O7)

H2O2 + H+ + e- → H2O + OH• pε = pεo – pH = 16.71 -pH (O8)

OH• + e- → OH- pε = pεo = 28.92 + pOH (O9a)

OH• + H+ + e- → H2O pε = pεo = 42.92 - pH (O9b)
1O2 + e- → O2- pε = pεo = 14.04 (O10)

O3 + e- → O3- pε = pεo = 17.08 (O11)

MANGANESE REACTIONS

two electron reactions normalized to one electron

½ MnO2(s) + 2 H+ + e- →½Mn2+ + H2O pε= pεo –2pH =20.80 -2pH (Mn1)

½ Mn3O4(s) + 4 H+ + e- → 3/2 Mn2+ + 2H2O pε= pεo –4pH =30.82 -4pH (Mn2)

One electron transfer reaction only

MnOOH(s) + 3 H+ + e- →Mn2+ + 2 H2O pε= pεo – 3pH =25.35 -3pH (Mn3)

Continued on next page.
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Table 1. (Continued). Reduction reactions for relevant oxygen, halide, Fe
and Mn reactions normalized to one electron. All species are in aqueous
form except for the oxidized Fe and Mn solids, and the reduced soluble
metal species are the hexahydrate forms. Activities of all reactants other

than H+ are at unity

IRON REACTIONS

two electron reaction normalized to one electron

½ Fe3O4(s) + 4 H+ + e- → 3/2 Fe2+ + 2 H2O pε= pεo– 4pH =18.20 -4pH (Fe1)

One electron transfer reactions only

FeOOH(s) + 3 H+ + e- → Fe2+ + 2 H2O pε= pεo– 3pH = 13.37 -3pH (Fe2)

Fe(OH)3(s) + 3 H+ + e- → Fe2+ + 3 H2O pε= pεo– 3pH = 18.03 -3pH (Fe3)

HALOGEN REACTIONS

two electron reaction normalized to one electron

½ Cl2 + e- → Cl- pε = pεo = 23.62 (CL1)

½ Br2 + e- → Br- pε = pεo = 18.58 (Br1)

½ I2 + e- → I- pε = pεo = 10.50 (Io1)

½ HOCl + ½ H+ + e- →½ Cl- + ½ H2O pε= pεo-0.5pH= 25.29-0.5pH (CL2)

½ HOBr + ½ H+ + e- →½ Br- + ½ H2O pε= pεo-0.5pH= 20.00-0.5pH (Br2)

½ HOI + ½ H+ + e- →½ I- + ½ H2O pε= pεo-0.5pH= 16.66-0.5pH (Io2)

One electron transfer reactions only

Cl• + e- → Cl- pε = pεo = 40.76 (CL3)

Br• + e- → Br- pε = pεo = 32.47 (Br3)

I• + e- → I- pε = pεo = 22.49 (Io3)
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Chapter 3

One-Electron Reduction Potentials from
Chemical Structure Theory Calculations

Eric J. Bylaska,1 Alexandra J. Salter-Blanc,2 and Paul G. Tratnyek2,*

1Environmental Molecular Sciences Laboratory, Pacific Northwest National
Laboratory, P.O. Box 999, Richland, WA 99352

2Division of Environmental and Biomolecular Systems, Oregon Health &
Science University, 20000 NWWalker Road, Beaverton, OR 97006

*tratnyek@ebs.ogi.edu

Many redox reactions of importance in aquatic chemistry
involve elementary steps that occur by single-electron transfer
(SET). This step is often the first and rate limiting step in
redox reactions of environmental contaminants, so there has
been a great deal of interest in the corresponding one-electron
reduction potentials (E1). Although E1 can be obtained
by experimental methods, calculation from first-principles
chemical structure theory is becoming an increasingly attractive
alternative. Sufficient data are now available to perform a
critical assessment of these methods—and their results—for
two types of contaminant degradation reactions: dehalogenation
of chlorinated aliphatic compounds (CACs) and reduction of
nitro aromatic compounds (NACs). Early datasets containing
E1’s for dehalogenation of CACs by dissociative SET contained
a variety of errors and inconsistencies, but the preferred
datasets show good agreement between values calculated from
thermodynamic data and quantum mechanical models. All
of the datasets with E1’s for reduction of NACs by SET are
relatively new, were calculated with similar methods, and yet
yield a variety of systematic differences. Further analysis
of these differences is likely to yield computational methods
for E1’s of NAC nitro reduction that are similar in reliability
to those for CAC dechlorination. However, comparison of
the E1 data compiled here with those calculated with a more
universal predictive model (like SPARC) highlight a number

© 2011 American Chemical Society
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of challenges with implementation of models for predicting
properties over a wide range of chemical structures.

Introduction

The characteristic reactions of most major redox active species in the aquatic
environment involve even-numbered electron transfers between closed-shell
electron donors and acceptors. The standard potentials for these reactions are
readily available, often in critically evaluated reviews (1–4), usually calculated
from standard thermochemical data, but occasionally measured directly by
electrochemical or other methods. Meta-analyses of these standard potentials
have been performed to investigate various fundamental aspects of environmental
redox processes, such as the role of thermodynamically unstable intermediates as
barriers to multi-electron redox process in biogeochemistry (5, 6); the viability
of various pathways of microbial metabolism (7–9); feasibility of contaminant
degradation pathways (10, 11); and prospects for extraterrestrial life (12).

However, the mechanisms of most redox reactions are composed of
elementary steps that involve single-electron transfers (SET), usually forming
radical intermediates, which react further by various mechanisms to form stable
products. The initial SET step is often thermodynamically unfavorable, providing
the barrier that inhibits equilibration and controls the kinetics of multistep redox
processes that are favorable overall (5, 6). For overall redox reactions that are
far from equilibrium under environmental conditions, such as those that result in
degradation of organic contaminants, the initial SET step is particularly important
in controlling the kinetics of contaminant transformation. This is well established
for the two categories of organic contaminants whose reduction has been most
extensively studied: chlorinated aliphatic compounds (CACs) (e.g., (13–17)) and
nitro aromatics compounds (NACs) (e.g., (18–21)). A similar generalization can
be made about the importance of SET in determining the kinetics of oxidation
of several categories of contaminants, including substituted phenols and anilines
(e.g., (22–24)).

The quantitative property that is most often used to describe the rate-limiting
SET steps in these contaminant redox reactions is the one-electron reduction
potential (E1) for the corresponding half-reaction (24, 25). Experimental values
of E1 for these half-reactions are relatively scarce, but there are a number of
methods by which they can be obtained (26, 27). E1 data can be obtained from
voltammetry, but aprotic solvents are usually necessary to stabilize the radical
intermediates (3, 26, 28, 29), or from pulse radiolysis, but this method usually
requires the use of an intervening mediator compound (19, 26, 30). These
complications make theoretical calculations of E1 especially important for studies
of redox reactions of organic contaminants. There is now a sufficient number
of these datasets—with a sufficient variety of contrasting and complementary
characteristics—to perform a meta-analysis of the results and critical assessment
of the methods. The scope here will be restricted to dechlorination of CACs and
nitro reduction of NACs, but the approach and some of the general conclusions
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about methods and results should be applicable to reduction of quinones and
possibly azo compounds, oxidation of phenols and anilines, etc.

Background

The most basic strategy for determining E1’s is to calculate the free energy
difference for the reaction, e.g.

and then convert ΔG to a potential using

where n is moles of electrons transferred and F is the Faraday constant. This type
of potential is known in electrochemistry as an absolute potential (Eabs), which is
difficult to measure directly from experiment. Instead, redox potentials are usually
measured relative to an inert electrode, such as the standard hydrogen electrode
(SHE), saturated calomel electrode (SCE), or silver/silver-chloride electrode. For
comparisons among studies, it is conventional to report redox potentials relative
to the SHE, which is sometimes also called the normal hydrogen electrode (NHE).
This means that the free energy differences for the one-electron reduction half
reactions given in eqs. 1-2 are usually reported in terms of the following overall
reactions:

Converting between Eabs and SHE potentials (ESHE or Eh) is given by

where E0h is potential associated with the absolute free energy of the hydrogen
electrode reaction.

Modern electronic structure methods and solvation models can be used to
estimate SHE potentials. However, the development of a computational scheme
that can accurately predict E1 requires some care. A commonly used strategy that
does not use any experimental data is to directly calculate the absolute potentials
by using electronic structure methods and solvation models to calculate the free
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energy difference for the one-electron transfer reactions and then convert it to an
SHE potential using eq. 7. For reactions in which the reaction energy difference
is just an adiabatic electron affinity (such as eq. 5), this approach can provide
reasonable estimates (errors less than 0.2 V) provided the solvation models are
designed to correctly treat the radical anion product. Unfortunately, for reactions
in which the one-electron transfer reaction involves the making or breaking of
covalent bonds (such as eq. 4), this strategy is prone to large errors (i.e., greater
than 0.5 V). This is because electronic structure methods need to include high-
level treatments of the electronic correlation energy—which are very expensive to
compute—in order to directly calculate bond energies.

Another strategy uses isodesmic reactions—where the types of chemical
bonds broken in the reactants are the same as those formed in the products (see
below)—to estimate the standard state aqueous free energies of formation of
species in the reaction. An advantage of this approach is that lower level electronic
structure methods can be used, but this requires that accurate thermodynamic
data are available for similar species from experiment or high-level electronic
structure calculations.

In addition to the issues associated with electronic structure methods,
our objective (the prediction of redox potentials in solution) also requires the
calculation of solvation energies. Several models exist for calculating solvation
energies. Currently, the most computationally feasible models for estimating
solvation energies are “continuum” reaction field solvation models (31). Despite
the approximate treatment of solvation in these approaches, they have been shown
to give hydration energies of many neutral molecules within 1 kcal/mol (0.05 V)
when compared to experiment results (for charged species, errors are typically
larger, on the order of 0.1 – 0.2 V).

Methods

In this study, different strategies were used to estimate the solution phase E1’s
for CACs and NACs. For NACs, the absolute potentials were directly calculated
from gas-phase reaction energy, entropy, and solvation energy differences using
electronic structure calculations, gas-phase entropy estimates, and continuum
solvation models. The absolute potentials were then converted to E1’s using
eq. 6. A more involved approach was used to calculate reduction potentials of
CACs—because eq. 2 involves breaking a covalent bond—and is summarized
below.

First the gas phase enthalpies of formation, ΔfH° (298.15 K, 1 bar), of
all the unknown neutral and radical species in eq. 1 (i.e., RCl and R•) were
calculated using electronic structure calculations combined with isodesmic
reaction strategies, followed by the calculation of their gas-phase entropies.
These results were used to obtain the gas-phase free energy of formation, ΔfG°
(298.15 K, 1 bar). Then, the solvation energies of the R and R• species in the
reaction were calculated. These solvation energies were used to obtain the
solution-phase free energies of formation, ΔfG°aq (298.15 K, 1 M). The desired
results—reaction energies for the one-electron transfer reactions in both the
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gas phase and solution phase—could then be estimated, because the necessary
thermodynamic quantities are known either from experiment or obtained from
the calculations described below. Moreover, since the standard states used for the
gas-phase and solution-phase free energies of formation are defined in such a way
as to make ΔfG°(H2(g) = ΔfG°(H+aq) = 0, the SHE potential can be calculated as

if the values for ΔfG°(RClaq), ΔfG°(R•aq), and ΔfG°(Cl-aq) are given in kcal/mol.
The strategies outlined in this section have been used by the authors to

estimate the thermodynamic parameters ΔfH° , S°, Gs, and ΔfG°aq for various
CACs, including substituted chlorinated methanes, substituted chloromethyl
radical and anions, 4,4′-DDT and it metabolites, and polychloroethylenyl radicals,
anions, and radical anion complexes. Details of the methods and results from that
work are given in manuscripts by Bylaska et al. (13, 32–37). For the calculations
on CACs reported in Table 1, an isodesmic strategy, based on DFT calculations
at the B3LYP/6-311++G(2d,2p) level with solvation by the COSMO model,
was used to determine the gas-phase free energies and solvation energies. The
NWChem program suite (38) was used to perform these calculations.

Using Isodesmic Reactions to Estimate ΔfH° (298 K, 1 bar)

It is difficult to obtain accurate estimates for ΔfH° using electronic structure
methods. This is because determining ΔfH° by directly calculating the atomization
energies and correcting for elemental standard states only works when very large
basis sets (such as the correlation-consistent basis sets), high-level treatments of
electronic correlation energy, and small correction factors (such as core-valence
correlation energies and relativistic effects) are included in the electronic structure
calculations. Unfortunately, these methods are extremely demanding, scaling at
least as N7 for N basis functions. Continuing improvements in the algorithms used
for these calculations have made them faster (39), but currently only ~25 first row
atoms can be calculated on today’s petascale computers. In contrast, electronic
structure methods with lower-levels of treatment for electronic correlation (i.e.,
Hartree-Fock, Density Functional Theory, MP2) are much more computationally
efficient (scaling as N3-N5) and can be used to calculate a wide range of molecules
containing hundreds of atoms on modest computational resources. Unfortunately,
low-level methods often have large errors when they are used to calculate
atomization energies, and thus they cannot be used to directly calculate ΔfH°.

An approach that can be used with low-level electronic structure methods for
estimating ΔfH° is an isodesmic reaction scheme (e.g., (32, 36)). This strategy is
computationally tractable for large molecules and is usually accurate to within a
few kcal/mol. Isodesmic reactions are (hypothetical) chemical reactions in which
there are an equal number of like bonds (of each formal type) on the left and right
sides of the reaction (31). An example of isodesmic reactions that have been used

41

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



to estimate thermochemical properties of several chlorinated hydrocarbons and
degradation reaction intermediates are

where L− = F−, OH−, SH−, NO3−, or HCO3−, and x = 0, 1, or 2 (36).
Isodesmic reactions are designed to separate out the interactions between the

additive functional groups and non-bonding electrons from the direct bonding
interactions by having the direct bonding interactions largely cancel one another.
Most first-principle methods give substantial errors when estimating direct
bonding interactions due to the computational difficulties associated with electron
pair correlation, whereas first-principle methods are expected to be more accurate
for estimating neighboring interactions and long-range through-bond effects.
In order to illustrate this strategy, we estimate ΔfH° for the radical CCl3• using
an isodesmic reaction scheme. First, the reaction enthalpy for the following
isodesmic reaction,

is calculated from the electronic, thermal, and vibrational energy differences
at 298.15 K and a consistent level theory. Computed values for ΔHisodesmicrxn
at various levels of electronic structure theory are 17.40, 14.28, 12.30, and
12.47 kcal/mol respectively for the SVWN5/6-311++G(2d,2p), PBE96/6-
311++G(2d,2p), B3LYP/6-311++G(2d,2p), and PBE0/6-311++G(2d,2p) levels.
Given that ΔfH°, of the other three species are known from experiment
(ΔfH°(CHCl3) = −24.65 kcal/mol, ΔfH°(CH3•) = 34.82 kcal/mol, and ΔfH°(CH4)
= −17.88 kcal/mol. ΔfH° (298 K, 1 bar) of the unknown CCl3• compound was
then calculated with Hess’s law.

This method is simple to apply as long as the selected enthalpies of formation
of CHCl3, CH3•, and CH4 are known either from experiment or high quality first-
principle estimates. The success of the isodesmic strategy is controlled by several
factors including the accuracy of ΔfH° for the reference species, level of the ab
initio theory, size of the basis set used to calculate the electronic energy difference,
and accuracy of the molecular vibration corrections. One should also bear in mind
that it is often possible to use several different isodesmic reactions to estimate the
enthalpy of formation of the same species. These different isodesmic reactions
will give different results (hopefully small), and there is no a priori way to know
which one gives more accurate results.

Estimating S° and ΔfG°

Given an optimized structure and vibrational frequencies for a gas-phase
polyatomic molecule, one can calculate thermodynamic properties using formulas
derived from statistical mechanics (40). In many cases, results obtained with these
formulas, and accurate structures and frequencies, can provide more accurate
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values than those determined by direct thermal measurements. Calculation of
these formulas is straightforward and most electronic structure programs contain
options for calculating them. However, for compounds that contain internal
degrees of freedom (e.g., molecules that contain fragments such as -NO2 rotors)
that are not well described by normal vibrations, these formulas need to be
corrected. Estimating accurate entropies in this situation is very demanding,
and several strategies for this have been developed (31, 37). The strategy that
has been used by the authors is to explicitly solve for the energy levels of the
rotational Schrödinger equation for each rotor and then use this as input in a
canonical partition function to estimate its entropy (35, 37).

The gas-phase free energy of formation ΔfG° can be determined using the
values of ΔfH° and S°. This is done by calculating the entropy of formation,
ΔfS°, found by subtracting the entropies of the atomic standard states from the
virtual entropy of the compounds. For example, ΔfS°(CCl3•) and ΔfG°(CCl3•) are
calculated from the following expressions:

Estimating Solvation Energies

Solvent effects can be estimated using the self-consistent reaction field
(SCRF) theories of Tomasi et al. (PCM) (41–44), Klampt and Schüürmann
(COSMO and COSMO-RS) (45, 46), Cramer SMx (47), or APBS (48). SCRF
theory can be combined with a variety of ab initio electronic structure calculations,
including DFT with the LDA, BP91, and B3LYP functionals, and MP2. Despite
the approximate treatment of solvation in this approach, it (and others like it) has
been shown to give hydration energies for many neutral molecules that are within
a few kcal/mol of the experimental values.

In SCRF theory, the solvation energies for rigid solutes that do not react
strongly with water are approximated as a sum of non-covalent electrostatic,
cavitation, and dispersion energies. Several approaches have been proposed
to calculate these contributions. For the electrostatic energy, the solvent is
represented by an infinite homogeneous continuous medium having a dielectric
constant (e.g., 78.3 for water), and the solute is represented by an empty cavity,
inside which the solute’s electrostatic charge distribution is placed. This approach
self-consistently minimizes the electrostatic energy by optimizing the polarization
of the continuous medium and charge distribution of the solute.

The cavitation and dispersion contributions to the solvation energy are
less straightforward to handle because the interactions take place at short
distances. There are several proposed ways to do this (42, 44, 49–54). One of
the simplest approaches for estimating these terms is to use empirically derived
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expressions that depend only on the solvent accessible surface area. A widely
used parameterization of this type has been given by Sitkoff et al. (52).

where A is the solvent accessible surface area and γ and b are constants set to
5 cal/mol-Å2 and 0.86 kcal/mol respectively. Sitkoff et al. fit the constants γ
and b to the experimentally determined free energies of solvation of alkanes by
using a least-squares fit (55). A shortcoming of this model is that it is not size
extensive and cannot be used to study dissociative processes. Another accepted
parameterization, which is size extensive, has been suggested by Honig et al. (51).

where γ is a constant set to 25 cal/mol-Å2. The solvent accessible surface area in
eqs. 14 and 15 are defined by using a solvent probe with a radius of 1.4 Å rolled
over the solute surface defined by van der Waal radii (i.e., H = 1.2 Å, C = 1.5 Å,
O = 1.4 Å, Cl = 1.8 Å).

Adjustment to Environmentally Relevant Standard States

Calculated SCRF free energies of solvation cannot be compared directly to
thermodynamic tables, because they use different standard states. The standard
states for the SCRF model are 1 M at 298.15 K in the gas phase and 1 M at 298.15
K in the solution phase. Thermodynamics tables on the other hand define the
standard state for the solute as 1 bar of pressure at 298.15 K in the gas phase and 1
M and 298.15 K in the solution phase. In order for the SCRF theory calculations
to conform to the standard state of 1 bar of pressure at 298.15 K in the gas phase,
a constant value of 1.90 kcal/mol must be added to the SCRF free energies of
solvation.

For charged solutes, comparisons are less straightforward. Thermodynamic
tables report free energies of formation for charged solutes or electrolytes in
solution relative to H+aq, with the convention

and the free energy of formation of ions in solutions are defined in terms of
following redox reactions

This means that the absolute solvation free energy of a charged solute cannot
be calculated using only thermodynamic tables. However, if the absolute free
energy of the hydrogen electrode reaction
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is known, then the solvation energy of a charged solute at 298.15 K can be found
by subtracting the absolute free energy of the hydrogen electrode process, i.e.

Similarly, SCRF calculated solvation energies, ΔGSCRF(X-), can be used to
calculate the aqueous free energies of formation.

The exact value for E°h is still uncertain despite extensive experimental and
computational efforts. However, Tissandier et al. (56) have recently reported a
value of ΔGs(H+) = −263.98 kcal/mol, which can be used to approximate E°h.

Results

To demonstrate the application of the methods described above, we have
calculated new values of E1 and have compared them to previously reported
calculated and experimentally measured values below. For this purpose, we have
limited our scope to the two most important, and extensively studied classes of
organic contaminant degradation reactions: dechlorination and nitro reduction.
Within these two groups, the results are arranged to reflect a combination of
chronological and methodological considerations. Correlation analysis among
the datasets for E1 is used to assess their consistency and accuracy. Other
correlations—e.g., between E1 and vertical electron affinities (VEA) or energies
of the highest occupied molecular orbitals (ELUMO)—would also be informative,
but are not presented here.
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Dechlorination

Dechlorination of CACs in the aquatic environment occurs by several
pathways including hydrolysis, non-reductive elimination (dehydrohalogenation),
reductive elimination (dihaloelimination), and hydrogenolysis (reductive
dehalogenation). The latter two reductive pathways can occur by mechanisms that
involve one-electron transfer, two-electron transfer, or atom transfer, but all these
reduction mechanisms can—at least formally—be broken down into steps that
involve SET, so E1 for each SET can be useful for evaluating hypotheses about
these mechanisms. Additionally, SET is known to be concerted with dissociation
of the C-Cl bond in hydrogenolysis of many CACs (13, 57, 58), and these can be
described by E1 for the corresponding half-reaction (i.e., eqs. 1 and 4).

There are several relatively comprehensive sets of E1 data for dissociative
SET involving environmentally relevant CACs that ultimately are derived from
experimental data. The first is by Curtis (59), who calculated E1h (E1’s at standard
conditions) for most of the chlorinated (and some brominated) methanes and
ethanes using thermodynamic cycles and experimental gas-phase free-energy data
from earlier literature. Next, the same approach was taken by Roberts et al. (60)
to obtain a set of E1′h (1-electron potentials at standard environmental conditions)
for chlorinated ethylenes. These two datasets were combined in Scherer et al. (61)
for use in correlation analysis with experimental rate constants for dechlorination
of CACs. Later, Totten and Roberts (62) published a new set of E1′h values for
dechlorination of CACs (re)calculated using the same method as previous work
(thermodynamic cycles using experimental gas-phase thermodynamic data from
the literature), but with a much more thorough and critical analysis of the input
data. Several types of errors in the E1’s calculated by Curtis (59) were noted and
corrected. The combined E1 dataset used by Scherer et al. (61) and the newer
dataset from Totten and Roberts (62) are shown in Table 1 and are included in our
correlation analysis of these results below.

Over the last decade, advances in computational chemistry have made it
feasible to calculate accurate values of E1 for CACs entirely from chemical
structure theory (37, 63). Cwiertny et al. (64) reported such a dataset for
halogenated methanes and ethanes, obtained using a combination of G3MP2
methods for gas phase free energies and solvation with the SM5.42 model. We
have previously reported thermodynamic data for one-electron reduction of
chlorinated methanes (36) and ethenes (13, 34) and one propane (32). We reported
these only as standard state free energies (ΔG°rxn), but here we have adjusted our
previously reported results to E1′h and added the results of calculations done using
the same methods for other CACs. The result is the first dataset of E1’s for all
the chlorinated methanes, ethanes, ethenes, and propanes, at standard conditions
for aquatic chemistry, obtained by consistent methods that should be of high
accuracy. Both theoretically-derived datasets—from Cwiertny et al. (64) and the
new one reported here—are given in Table 1.
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Table 1. One-Electron Reduction Potentials for Hydrogenolysis of Chlorinated Aliphatics

Name
(Abbreviation) Product

Scherer et al. a

E1hb or E1′h c

(V)

Totten et al. d
E1′h (V)

Cwiertny et al. e

E1′h (V)
Bylaska et al. f

E1′h (V)

Tetrachloromethane (PCM) Cl3C• 0.13 b (0.31) 0.085 0.182 -0.05

Trichloromethane (TCM) HCl2C• -0.23 b (-0.053) -0.145 -0.089 -0.314

Dichloromethane (DCM) H2ClC• -0.50 b (-0.32) -0.428 -0.323 -0.404

Chloromethane (CM) H3C• -0.88 b (-0.70) -0.725 -0.605

Hexachloroethane (HCA) Cl3CCl2C• 0.33 b (0.51) 0.061 0.144 0.265

Pentachloroethane (PCA) Cl3CClHC• 0.00 b (0.18) -0.132 -0.132 -0.161

Pentachloroethane (PCA) Cl2HCCl2C• 0.31 b (0.49) 0.139 0.092 0.079

1,1,1,2-Tetrachloroethane (1112TeCA) Cl3CH2C• -0.52 b (-0.34) -0.545 -0.413 -0.415

1,1,1,2-Tetrachloroethane (1112TeCA) ClH2CCl2C• -0.22 b (-0.043) 0.044 0.046 g 0.046

1,1,2,2-Tetrachloroethane (1122TeCA) Cl2HCClHC• -0.34 b (-0.16) -0.257 -0.132 g -0.187

1,1,1-Trichloroethane (111TCA) H3CCl2C• -0.23 b (-0.053) -0.020 -0.046 -0.178

1,1,2-Trichloroethane (112TCA) Cl2HCH2C• -0.74 b (-0.56) -0.589 -0.497

1,1,2-Trichloroethane (112TCA) ClH2CClHC• -0.42 b (-0.24) -0.285 -0.213 g -0.264

1,1-Dichloroethane (11DCA) H3CClHC• -0.40 b (-0.22) -0.316 -0.320 -0.439

1,2-Dichloroethane (12DCA) ClH2CH2C• -0.57 b (-0.39) -0.577 -0.426 g -0.513

Chloroethane (CA) H3CH2C• -0.83 b (-0.65) -0.690 -0.646

Continued on next page.
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Table 1. (Continued). One-Electron Reduction Potentials for Hydrogenolysis of Chlorinated Aliphatics

Name
(Abbreviation) Product

Scherer et al. a

E1hb or E1′h c

(V)

Totten et al. d
E1′h (V)

Cwiertny et al. e

E1′h (V)
Bylaska et al. f

E1′h (V)

Tetrachloroethene (PCE) Cl2CClC• -0.36 c -0.598 -0.56

Trichloroethene (TCE) HClCClC• -0.674 -0.838

Trichloroethene (TCE) Cl2CHC• -0.91 c -0.998 -0.998

Trichloroethene (TCE) ClHCClC• -0.62 c -0.693 -0.803

1,1-Dichloroethene (11DCE) H2C=ClC• -0.72 c -0.802 -0.816

c-1,2-Dichloroethene (c12DCE) HClC=HC• -0.89 c -1.012 -0.959

t-1,2-Dichloroethene (t12DCE) HClC=HC• -0.85 c -0.955 -0.946

Chloroethene (VC) H2C=HC• -0.95 c -1.141 -1.085

1,1,1-Trichloropropane (111TCP) Cl2C•-CH2-CH3 -0.192

1,1,2-Trichloropropane (112TCP) Cl2HC-CH•-CH3 -0.365

1,1,2-Trichloropropane (112TCP) ClHC•-CHCl-CH3 -0.009

1,1,3-Trichloropropane (113TCP) Cl2HC-CH2-CH2• -0.608

1,1,3-Trichloropropane (113TCP) ClHC•-CH2-CH2Cl -0.296

1,2,2-Trichloropropane (122TCP) ClH2C-CCl•-CH3 -0.157

1,2,2-Trichloropropane (122TCP) H2C•-CCl2-CH3 -0.382

1,2,3-Trichloropropane (TCP) ClH2C-CHCl-CH2• -0.491
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Name
(Abbreviation) Product

Scherer et al. a

E1hb or E1′h c

(V)

Totten et al. d
E1′h (V)

Cwiertny et al. e

E1′h (V)
Bylaska et al. f

E1′h (V)

1,2,3-Trichloropropane (TCP) ClH2C-CH•-CH2Cl -0.443

1,1-Dichloropropane (11DCP) ClHC•-CH2-CH3 -0.439

1,2-Dichloropropane (12DCP) ClH2C-CH•-CH3 -0.595

1,2-Dichloropropane (12DCP) H2C•-CHCl-CH3 -0.63

1,3-Dichloropropane (13DCP) H2C•-CH2-CH2Cl -0.781

2,2-Dichloropropane (22DCP) H3C-CCl•-CH3 -0.634

1-Chloropropane (1CP) H2C•-CH2-CH3 -0.66

2-Chloropropane (2CP) H3C-CH•-CH3 -0.699
a Dataset compiled in (61) from b E1h data in (59) and c E1′h data in (60); calculated E1′h values from the original data in (59) shown in parenthesis. d

From (62) for [Cl−] = 10−3M. e From (64) for [Cl−] = 10−3M. f Calculated from free energies reported in previous work by Bylaska et al., for chlorinated
methanes (36), ethenes (13, 34), and propanes (32). g Boltzmann average energy for all possible conformers (i.e., syn and anti).
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To evaluate the consistency and accuracy of the E1 datasets in Table 1, we
first consider the correlation between the two datasets that were derived from
experimental data. Assuming the dataset from Totten and Roberts (62) is more
reliable overall, we have assigned it to the abscissa in Fig. 1. The original dataset
compiled by Scherer et al. (61) is shown as the ordinate in Fig. 1A. Overall, the
correlation appears to be rather good, with uniform scatter about the (ordinary least
squares) regression line, slope and intercept (0.94±0.09 and -0.03±0.05) that are
not significantly different than for a perfect 1:1 correlation, no obvious outliers,
and a root mean squared error (RMSE) of 0.15.

However, the apparent agreement between these two datasets is misleading
because Scherer et al. (61) mixed E1’s from Curtis (59), which were calculated
for all species at unit activity (denoted E1h in Table 1), with E1’s from Roberts
et al. (60), which were corrected for standard environmental conditions, in this
case, [Cl−] = 10−3 M (denoted E1′h in Table 1). Adjusting the former to E1′h is
straight-forward (62) and the resulting values are given in parenthesis in Table 1.
Correlation of this adjusted version of the Scherer et al. dataset with the Totten
and Roberts dataset is shown in Fig. 1B. The correlation still appears linear, and
has slightly less overall scatter (RMSE = 0.14), but the slope is no longer 1:1 (the
fitted slope and intercept are 1.10±0.08 and 0.16±0.05) because the adjusted data
(open squares) now plot higher relative to the data from Roberts et al. (crossed
squares).

Figure 1. Comparison of E1 datasets for dechlorination calculated from
experimental thermodynamic data. Black lines are from ordinary least-squares
regression; gray line is 1:1. The two types of symbols distinguish the source of

data that were combined in Scherer et al. (61).
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In addition to the adjustment described above, it should be noted that Totten
and Roberts found errors in Curtis’ calculations that resulted from using the gas
phase standard entropy of the chlorine atom where it should have been chlorine
gas (62). They determined that this error affected both the absolute magnitude of
the E1’s as well as the relative magnitude, depending on the number of chlorines
on the CAC (as seen in Fig. 1B). Coincidentally, these two sources of error (the
incorrect standard entropy for chlorine and the lack of adjustment for chloride
concentrations under aquatic conditions) largely obscure one another (c.f., Fig.
1B) so correcting for both does not suggest any substantive changes in correlation
analysis of the kinetic data reported by Scherer et al. (61) (plots not shown).

The two new datasets of E1’s calculated from theory are compared to each
other, and to the preferred experimentally-derived dataset, in Fig. 2. Data for
structural classes common to each dataset (methanes and ethanes) have been fit
using ordinary least-squares regression. Additional ethene data, when available,
is shown in gray for comparison. Each of the three datasets considered was
obtained by consistent methods and is reported as E1′h, so it is not surprising
that they generally correlate well with each other. The correlation between the
experimentally-derived data from Totten and Roberts (62) and the theory-derived
dataset reported here is particularly good (Fig. 2B), with uniform scatter about
the regression line, which has slope and intercept indistinguishable from 1 and
0, over the whole range of chlorinated methanes and ethanes (shown), as well
as ethenes (not shown). (Note that two of the datasets discussed here—Totten
and Roberts (62) and Cwiertny (64)—include brominated methanes and ethanes,
but these were not considered in our correlation analysis. Also, the new dataset
reported here is the only one to include chlorinated propanes, so the propanes do
not appear in Fig. 2.)

The dataset from Cwiertny et al. (64) correlates very closely (RMSE = 0.05)
with the experimentally-derived values fromTotten and Roberts (62). The Bylaska
dataset reported here correlates somewhat less well (RMSE = 0.1) mainly due to
slightly high E1’s for tetra- and tri-chloromethane.

One peculiar characteristic of the data shown in Fig. 2 is evident only by
comparison of the triangular-halves of the correlation matrix. Both correlations
with Cwiertny’s dataset on the abscissa (Fig. 2 A, F) have slopes that are not
significantly different than one, but when Cwiertny’s dataset is used as the ordinate
(Fig. 2 C, D) the slopes are significantly different than one. Similarly, while a
slope of one is observed when the Totten and Roberts dataset is plotted on the
ordinate with the Bylaska dataset on the abscissa (Fig. 2 B), the slope deviates
from one when the coordinates are reversed (Fig. 2 E). In each case, the orientation
of the plot results in opposite conclusions due to the uneven distribution within
each dataset. The use of orthogonal regression minimizes these effects. In this
case, orthogonal regression resulted in only an ~0.02 difference in the deviation
from a slope one between corresponding plots (results not shown). Without using
orthogonal regression, considering only one half of the correlation matrix could
have resulted in attributing physical significance to the differences in slope.
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Figure 2. Scatter plot matrix of correlations between the three recommended E1
datasets for dechlorination. Regression lines and fitting results are for ordinary
least-squares regression (y = a + bx); dashed line is 1:1. Black diamond symbols
= methanes; black circles = ethanes; and gray squares = ethenes (not included

in regression).

It can also be noted that while the ethene data were not included in the
regression analysis in order to maintain consistency throughout the correlation
analysis, inclusion either has no effect or improves the affected comparisons.
In both Totten and Roberts vs. Bylaska (Fig. 2 B) and Bylaska vs. Totten and
Roberts (Fig. 2 E) the ethene data fall close to the one-to-one line and show
little scatter. Inclusion of the ethene data in the regression analysis of Totten and
Roberts vs. Bylaska (not shown) has no significant effect on either the slope,
intercept, or RMSE. Inclusion of ethene data in the Bylaska vs. Totten and
Roberts regression (not shown) improves the 1:1 correlation with a slope of 0.94
vs. 0.83 without ethenes; there is no significant change in the intercept or RMSE.

Nitro Reduction

Nitro reduction is usually interpreted as a series of SET and protonation
steps, the exact order of which may vary with pH and the strength of the
reductant (65, 66). Under environmental conditions, the rate determining step
is generally believed to be the first SET (20, 67), which makes E1’s for the
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corresponding electron attachment (i.e., eqs. 2 and 5) a useful descriptor of the
reaction. Alternatively, nitro reduction via H• (as in catalytic hydrogenation) or
H− (as in some enzyme catalyzed reductions) is possible under environmental
conditions and is implied by some recent data on nitro reduction by the cast iron
used for groundwater remediation (68). However, as with dechlorination, these
mechanisms involving concerted electron and atom transfers can be formulated
as separate steps, so E1 for the isolated SET still is useful in studies of these
reactions.

The earliest dataset of E1’s for NACs of environmental interest was compiled
by Schwarzenbach et al. (18). This dataset is comprised mostly of previously
reported E1’s obtained from pulse radiolysis experiments (69–72). Also included
were previously unreported values estimated using linear free energy relationships
(LFERs) between E1’s and rate constants for nitro reduction measured in simple
model systems. Hoffstetter et al. (73) later expanded this dataset, adding more
values estimated from LFERs and additional values from the literature (26).
We have used Hoffstetter’s dataset to encompass all of this early work, and
summarized it in Table 2.

Recently, Phillips et al. (74) compiled a set of purely measured values to
validate their theoretical calculations (which are discussed below). Phillips et al.
drew from the Schwarzenbach et al. dataset, and added additional data fromRiefler
and Smets (75) and others (76–78). For the analysis below, we have assumed
that this is the most complete and critically evaluated, compiled set of E1 data for
reduction of NACs, and we have included it in Table 2.

As with dechlorination, it has recently become practical to calculate E1’s
for nitro reduction from chemical structure theory. The first calculated E1’s for
environmentally-significant NACs appear to have been reported by Zubatuk et
al. (79), who calculated E1’s using density functional theory (DFT) and a variety
of basis sets. Based on correlation with an experimental dataset, they concluded
that the most accurate calculation of E1 was obtained using the MPWB1K density
functional and TZVP basis set with the PCM method for solvation. We have
included these theoretically-derived E1’s in Table 2. However, Phillips et al. (74)
noted two issues with this dataset. The first is the use of an out-of-date SHE
potential, leading to an error of 0.08 V; the second is an apparent adjustment in
the experimental dataset that was used for validation, the rationale for which was
not reported.

Three approaches to calculating E1’s for explosives-related NACs were
evaluated by Phillips et al. (74): (i) direct aqueous-phase DFT calculations,
(ii) gas-phase DFT calculations with solvation corrections, and (iii) empirical
correlation with electron affinity (EA) calculated using DFT methods. Neither
purely theoretical approach was found to accurately predict E1, and in the case
of their second method, the source of the error was identified to be a lack
of accuracy in the solvation calculation (errors using direct aqueous-phase
calculations—the first method—were non-systematic). Their third approach—a
hybrid of experimental and theoretical results, relying only upon gas-phase
theoretical calculations—gave the best overall agreement to experimental data
(dataset introduced above). This experimental dataset and the dataset obtained
through correlation with EA are included in Table 2.
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Table 2. One-Electron Reduction Potentials for Nitro Reduction

Name
(Abbreviation)

Hoffstetter et al. a
E1′h (V)

Phillips et al. b

measured
E1′h (V)

Phillips et al. c

corr. w/ EA
E1′h (V)

Zubatyuk et al. d
E1h (V)

Bylaska et al.
E1′h (V)

Nitrobenzene (NB) -0.485 -0.486 -0.499 -0.88 -0.494

2-Methylnitrobenzene (2-CH3-NB) -0.590 -0.590 -0.519 -0.612

3- Methylnitrobenzene (3-CH3-NB) -0.475 -0.475 -0.507 -0.514

4- Methylnitrobenzene (4-CH3-NB) -0.500 -0.500 -0.516 -0.538

2-Chloronitrobenzene (2-Cl-NB) -0.485 -0.470 -0.467

3-Chloronitrobenzene (3-Cl-NB) -0.405 -0.405 -0.437 -0.391

4-Chloronitrobenzene (4-Cl-NB) -0.450 -0.450 -0.447 -0.417

2-Acetylnitrobenzene (2-COCH3-NB) -0.470 -0.412 -0.445

3-Acetylnitrobenzene (3-COCH3-NB) -0.405 -0.437 -0.423 -0.406

4-Acetylnitrobenzene (4-COCH3-NB) -0.358 -0.356 -0.359 -0.255

2-4-6-Trinitrotoluene (TNT) -0.300 -0.253 -0.245 -0.45

2-Amino-4,6-dinitrotoluene (2-ADNT) -0.390 -0.417 -0.386

4-Amino-2,6-dinitrotoluene (4-ADNT) -0.430 -0.449 -0.393 -0.85

2,4-Diamino-6-nitrotoluene (2,4-DANT) -0.515 -0.502 -0.557 -1.08

2,6-Diamino-4-nitrotoluene (2,6-DANT) -0.495

2,4-Dinitrotoluene (2,4-DNT) -0.397 -0.361
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Name
(Abbreviation)

Hoffstetter et al. a
E1′h (V)

Phillips et al. b

measured
E1′h (V)

Phillips et al. c

corr. w/ EA
E1′h (V)

Zubatyuk et al. d
E1h (V)

Bylaska et al.
E1′h (V)

2,6-Dinitrotoluene (2,6-DNT) -0.402 -0.377

2-Nitroanaline (2-NH2-NB) < -0.560 -0.533

3-Nitroanaline (3-NH2-NB) -0.500 -0.520

4-Nitroanaline (4-NH2-NB) -0.568 -0.569

1,2-Dinitrobenzene (1,2-DNB) -0.287 -0.335 -0.50

1,3-Dinitrobenzene (1,3-DNB) -0.345 -0.330 -0.68

1,4-Dinitrobenzene (1,4-DNB) -0.257 -0.248 -0.43

2-Nitrobenzaldehyde (2-CHO) -0.355 -0.365

4-Nitrobenzaldehyde (4-CHO) -0.322 -0.330 -0.60

4-Nitrobenzyl alcohol (4-CH2OH) -0.478 -0.461 -0.90
a As reported and compiled in (73). bMeasured values compiled by and reported in the supporting information of (74). c As reported in (74)—calculated
from correlation with EA. d As reported in (79).
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We also include in Table 2 the results of preliminary calculations we
performed for 10 NACs. For these calculations, the isodesmic strategy that was
used with CACs was not employed. Instead, the E1’s were determined by directly
taking free energy differences of eq. 2 at the B3LYP/6-311++G(2d,2p) level with
solvation by the COSMO model and the effects of hindered rotors included in
the calculation of gas-phase free energies and solvation energies. This strategy
was similar to the one used by Zubatuk et al. (79)—and recently critiqued by
Phillips et al. (74)—except that we included the effects of hindered rotors in our
estimates. As pointed out in the background section, we expected that the main
sources of error are in the calculations of the adiabatic electron affinity and the
solvation energy of the radical anions. There errors are expected to be on the
order of ~2 kcal/mol (0.1 V) and ~5 kcal/mol (0.2 V), respectively.

To evaluate the consistency and accuracy of the E1 datasets in Table 2, we
have correlated each combination of the five datasets in the matrix of scatter plots
shown in Fig. 3. The two experimentally derived datasets—from Hofstetter et al.
(73) and Phillips et al. (74)—include some identical data, so they correlate very
closely (Fig. 3 A, E). Although the dataset represented by Hofstetter et al. (73) has
been used to derive LFERs for nitro reduction rate constants in numerous studies
(25, 80, 81), we will use the newer dataset compiled by Phillips et al. (74) for
experimental data to compare with the theoretically-derived E1’s discussed below.

The correlation that lead Phillips et al. to select their third method of
calculating E1’s as preferred is shown in Fig. 3 F and J. The slope and intercept
of the corresponding (ordinary least-squares) regression lines for the calculated
numbers vs. the measured numbers (Fig. 3 J) are not significantly different than
1 and 0, respectively, and the scatter about the line is modest (RMSE = 0.03).
The other two purely theoretical methods of calculating E1 that were used by
Phillips et al. (74) gave correlations with considerably greater scatter, although
the slope and intercept were still close to a 1:1 relationship (not shown here). In
contrast, the theoretically calculated dataset of E1 from Zubatyuk et al. (79), gives
a correlation that is far from 1:1 (Fig. 3 N), but still linear with a small RMSE
(0.04). This could be because the solvation energy of the radical anions were
over stabilized, which would arise if the solvation cavity used in the continuum
solvation energy calculations were chosen to be too small around the nitro groups.

The new dataset of E1’s for nitro reduction obtained in this work correlates
to the experimental dataset with slope = 1.52±0.17, intercept = 0.25±0.08, and
RMSE = 0.03 (Fig. 3 R). However, this fit is strongly influenced by the leverage
of the point for 4-acetylnitrobenzene (which has the largest error relative to the
experimental dataset: 0.10 V or ~2 kcal/mol) and absence of data for NACs that
might balance this leverage (e.g., dinitrotoluenes). These results are reasonable
given the expected errors in these types of calculations. Thus, it seems promising
that further analysis using this approach will yield an improved method for
calculating E1’s with purely-theoretical methods. Furthermore, the modest but
systematic differences between our results and those obtained using similar
methods by Zubatyuk et al. (79) and Phillips et al. (74) suggest that the estimation
of E1’s is sensitive to the details of the computational methods used. Therefore, a
more systematic evaluation of the source of errors in these calculations is needed
before a fully satisfactory method for estimating E1’s for NACs can be selected.
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Figure 3. Scatter plot matrix of correlations between the five recommended E1
datasets for nitro reduction. Regression lines and fitting results are for ordinary

least-squares regression; dashed line is 1:1.

Other Organic Redox Reactions

Dechlorination of CACs and nitro reduction of NACs are the only types of
reactions considered here, but there are other redox reactions of environmentally-
relevant organics that should be amenable to similar treatment. For example,
there are many data for E1 of quinones (26), including some that are of interest
as model compounds for the redox-active moieties associated with natural organic
matter (29, 82, 83). Reduction of azo dyes is another redox reaction that plays a
prominent role in determining contaminant fate, and E1 data have been reported
for this reaction (84).

As with reduction, oxidation of some contaminants can occur by SET, so the
corresponding one-electron oxidation potentials are of interest in studies of the
kinetics and mechanisms of these reactions. The methods used to calculate these
E1’s from theory are similar to those described here for reduction. This has been
reported in recent studies for polyphenols (85) and anilines (63, 86).
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Caveats and Future Prospects

The analysis provided here of E1’s for the two most thoroughly studied
contaminant reduction reactions demonstrates that current theoretical calculations
can produce datasets that agree well with experimental data. However,
considerable effort is needed to determine what computational methods are
appropriate for each type of SET, and to validate the accuracy of the results.
Extrapolating these methods to additional compounds, and especially to other
SET reactions, is not necessarily any more reliable by theoretical methods then
it is for experimental methods. Therefore, a more general method of estimating
E1’s would be of great value.

Currently, the most advanced effort to develop a method for predicting E1’s
over a wide range of chemical types (and over a range of conditions such as solvent
type) is SPARC (SPARC Performs Automated Reasoning in Chemistry (87)). The
capability to calculate E1’s was added to SPARC relatively recently, and is based
on previously developed and validated calculator for gas-phase electron affinities
(88). SPARC’s E1 calculator has been validated against a set of experimental
data, similar to those discussed here for dechlorination and nitro reduction, but
for a much broader range of organic compounds and solvents (Hilal, personal
communication). For nonaqueous solvents, SPARC’s performance is good for
the whole range of validation set compounds. However, for aqueous media, and
some specific families of reactants—such as nitro reduction of NACs—agreement
between SPARC and the other E1 datasets presented here is weak. For reduction
of CACs, SPARC calculates E1 only for electron attachment not dissociative SET
(e.g., eq. 1), and these two types of E1 differ considerably. This illustrates the
need for critical application of theoretical models to predicting chemical properties
and one of the major obstacles to development of universal models for predicting
contaminant fate.

Acknowledgments

We thank Drs. Said Halil and Eric Weber for providing us with unpublished
details on the rationale and validation behind SPARC’s algorithm for estimating
E1’s. This work was supported by grants from the U.S. Department of Defense,
Strategic Environmental Research and Development Program (SERDP Project
No. ER-1735); and the U.S. Department of Energy (DOE), Division of
Chemical Sciences, Geosciences, and BioSciences (DE-AC05-76RLO 1830,
DE-FG07-02ER63485). Some of the calculations were performed on the
Spokane and Chinook computing systems at the Environmental Molecular
Sciences Laboratory (EMSL), a national scientific user facility sponsored by the
DOE’s Office of Biological and Environmental Research, and located at Pacific
Northwest National Laboratory (PNNL). PNNL is operated by Battelle Memorial
Institute. We also wish to thank the Scientific Computing Staff (Office of Energy
Research) and DOE for a grant of computer time at the National Energy Research
Scientific Computing Center (Berkeley, CA). This report has not been reviewed
by any of these sponsors and therefore does not necessarily reflect their views and
no official endorsement should be inferred.

58

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



References

1. Latimer, W. M. Oxidation Potentials; Prentice-Hall: New York, 1952.
2. Clark, W. M. Oxidation-Reduction Potentials of Organic Systems; Williams

& Wilkins: Baltimore, 1960.
3. Meites, L.; Zuman, P. CRC Handbook Series in Organic Electrochemistry;

CRC: Cleveland, OH, 1979.
4. Bard, A. J.; Parsons, R.; Jordan, J. Standard Potentials in Aqueous Solutions;

Marcel Dekker: New York, 1985.
5. Luther, G. W., III. Thermodynamic redox calculations for one and two

electron transfer steps: Implications for halide oxidation and halogen
environmental cycling. In Aquatic Redox Chemistry; Tratnyek, P., Grundl,
T. J., Haderlein, S. B., Eds.; American Chemical Society: Washington, DC,
2011; Vol. 1071, Chapter 2, pp 15−35.

6. Luther, G. W., III. The role of one- and two-electron transfer reactions
in forming thermodynamically unstable intermediates as barriers in
multi-electron redox reactions. Aquat. Geochem. 2010, 16, 395–420.

7. Dolfing, J. Thermodynamic considerations for dehalogenation. In
Dehalogenation: Microbial Processes and Environmental Applications;
Häggblom, M. M., Bossert, I. D., Bossert, I. D., Eds.; Kluwer: Boston, MA,
2003; pp 89−114.

8. Jin, Q.; Bethke, C. M. The thermodynamics and kinetics of microbial
metabolism. Am. J. Sci. 2007, 307, 643–677.

9. Thauer, R. K.; Jungermann, K.; Decker, K. Energy conservation in
chemotrophic anaerobic bacteria. Bacteriol. Rev. 1977, 41, 100–180.

10. Vogel, T. M.; Criddle, C. S.; McCarty, P. L. Transformations of halogenated
aliphatic compounds. Environ. Sci. Technol. 1987, 21, 722–736.

11. Haas, J. R.; Shock, E. L. Halocarbons in the environment: Estimates of
thermodynamic properties for aqueous chloroethylene species and their
stabilities in natural settings. Geochim. Cosmochim. Acta 1999, 63,
3429–3441.

12. Majer, V.; Sedlbauer, J.; Wood, R. H. Calculation of standard thermodynamic
properties of aqueous electrolytes and nonelectrolytes. In Aqueous Systems
at Elevated Temperatures and Pressures; Palmer, D. A., Fernandez-Prini, R.,
Harvey, A. H., Eds.; Elsevier: 2004; pp 99−147.

13. Bylaska, E. J.; Dupuis, M.; Tratnyek, P. G. One-electron transfer reactions
of polychlorinated ethylenes: Concerted versus stepwise cleavages. J. Phys.
Chem. A 2008, 112, 3712–3721.

14. Wang, J.; Farrell, J. Investigating the role of atomic hydrogen on chloroethene
reactions with iron using Tafel analysis and electrochemical impedance
spectroscopy. Environ. Sci. Technol. 2003, 37, 3891–3896.

15. Arnold, W. A.; Winget, P.; Cramer, C. J. Reductive dechlorination of 1,1,2,2-
tetrachloroethane. Environ. Sci. Technol. 2002, 36, 3536–3541.

16. Patterson, E. V.; Cramer, C. J.; Truhlar, D. G. Reductive dechlorination of
hexachloroethane in the environment: Mechanistic studies via computational
electrochemistry. J. Am. Chem. Soc. 2001, 123, 2025–2031.

59

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



17. Nonnenberg, C.; van der Donk, W. A.; Zipse, H. Reductive dechlorination
of trichloroethylene: A computational study. J. Phys. Chem. A 2002, 106,
8708–8715.

18. Schwarzenbach, R. P.; Stierli, R.; Lanz, K.; Zeyer, J. Quinone and iron
porphyrin mediated reduction of nitroaromatic compounds in homogeneous
aqueous solution. Environ. Sci. Technol. 1990, 24, 1566–1574.

19. Riefler, R. G.; Smets, B. F. Enzymatic reduction of 2,4,6-trinitrotoluene
and related nitroarenes: Kinetics linked to one-electron redox potentials.
Environ. Sci. Technol. 2000, 34, 3900–3906.

20. Hartenbach, A. E.; Hofstetter, T. B.; Aeschbacher, M.; Sander, M.; Kim, D.;
Strathmann, T. J.; Arnold, W. A.; Cramer, C. J.; Schwarzenbach, R.
P. Variability of nitrogen isotope fractionation during the reduction of
nitroaromatic compounds with dissolved reductants. Environ. Sci. Technol.
2008, 42, 8352–8359.

21. Barrows, S. E.; Cramer, C. J.; Truhlar, D. G.; Elovitz, M. S.; Weber, E. J.
Factors contolling regioselectivity in the reduction of polynitroaromatics in
aqueous solution. Environ. Sci. Technol. 1996, 30, 3028–3038.

22. Tratnyek, P. G.; Hoigné, J. Kinetics of reactions of chlorine dioxide (OClO)
in water. II. Quantitative structure-activity relationships for phenolic
compounds. Water Res. 1994, 28, 57–66.

23. Tratnyek, P. G. Correlation analysis of the environmental reactivity of organic
substances. In Perspectives in Environmental Chemistry; Macalady, D. L.,
Ed.; Oxford: New York, 1998; pp 167−194.

24. Canonica, S.; Tratnyek, P. G. Quantitative structure-activity relationships for
oxidation reactions of organic chemicals in water. Environ. Toxicol. Chem.
2003, 22, 1743–1754.

25. Tratnyek, P. G.; Weber, E. J.; Schwarzenbach, R. P. Quantitative
structure-activity relationships for chemical reductions of organic
contaminants. Environ. Toxicol. Chem. 2003, 22, 1733–1742.

26. Wardman, P. Reduction potentials of one-electron couples involving
free radicals in aqueous solution. J. Phys. Chem. Ref. Data 1989, 18,
1637–1657.

27. Daasbjerg, K.; Pedersen, S. U.; Lund, H. Measurement and estimation of
redox potentials of organic radicals. In General Aspects of the Chemistry of
Radicals; Alfassi, Z. B., Ed.; Wiley: Chichester, 1999; pp 385−427.

28. Squella, J. A.; Bollo, S.; Nunez-Vergara, L. J. Recent developments in the
electrochemistry of some nitro compounds of biological significance. Curr.
Org. Chem. 2005, 9, 565–581.

29. Nurmi, J. T.; Tratnyek, P. G. Electrochemistry of natural organic matter. In
Aquatic Redox Chemistry; Tratnyek, P., Grundl, T. J., Haderlein, S. B., Eds.;
American Chemical Society: Washington, DC, 2011; Vol. 1071, Chapter 7,
pp 129−151.

30. Meisel, D.; Czapski, G. One-electron transfer equilibriums and redox
potentials of radicals studied by pulse radiolysis. J. Phys. Chem. 1975, 79,
1503–1509.

31. Cramer, C. J. Essentials of Computational Chemistry: Theories and Models;
Wiley: 2005.

60

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



32. Bylaska, E. J.; Glaesemann, K. R.; Felmy, A. R.; Vasiliu, M.; Dixon, D.
A.; Tratnyek, P. G. Free energies for degradation reactions of 1,2,3-
trichloropropane from ab initio electronic structure theory. J. Phys. Chem.
A 2010, 114, 12269–12282.

33. Valiev, M.; Bylaska, E.; Dupuis, M.; Tratnyek, P. G. Combined quantum
mechanical and molecular mechanics studies of the electron transfer
reactions involving carbon tetrachloride in solution. J. Phys. Chem. A 2008,
112, 2713–2720.

34. Bylaska, E. J.; Dupuis,M.; Tratnyek, P. G. Ab initio electronic structure study
of one-electron reduction of polychlorinated ethylenes. J. Phys. Chem. A
2005, 109, 5905–5916.

35. Bylaska, E. J.; Dixon, D. A.; Felmy, A. R.; Apra, E.; Windus, T. L.;
Zhan, C.-G.; Tratnyek, P. G. The energetics of the hydrogenolysis,
dehydrohalogenation, and hydrolysis of 4,4′-dichloro-diphenyl-
trichloroethane from ab initio electronic structure theory. J. Phys. Chem. A
2004, 108, 5883–5893.

36. Bylaska, E. J.; Dixon, D. A.; Felmy, A. R.; Tratnyek, P. G. One-electron
reduction of substituted chlorinated methanes as determined from ab initio
electronic structure theory. J. Phys. Chem. A 2002, 106, 11581–11593.

37. Bylaska, E. J. Estimating the thermodynamics and kinetics of chlorinated
hydrocarbon degradation. Theor. Chem. Acc. 2006, 116, 281–296.

38. Valiev, M.; Bylaska, E. J.; Govind, N.; et al. NWChem: A comprehensive
and scalable open-source solution for large scale molecular simulations.
Comput. Phys. Commun. 2010, 181, 1477–1489.

39. de Jong, W. A.; Bylaska, E.; Govind, N.; et al. Utilizing high performance
computing for chemistry: parallel computational chemistry. Phys. Chem.
Chem. Phys. 2010, 12, 6896–6920.

40. McQuarrie, D. A. Statistical Mechanics; Harper & Row: New York, NY,
1973.

41. Cossi, M.; Barone, V.; Cammi, R.; Tomasi, J. Ab initio study of solvated
molecules: a new implementation of the polarizable continuum model.
Chem. Phys. Lett. 1996, 255, 327–335.

42. Floris, F. M.; Tomasi, J.; Pascual Ahuir, J. L. Dispersion and repulsion
contributions to the solvation energy: Refinements to a simple computational
model in the continuum approximation. J. Comput. Chem. 1991, 12,
784–791.

43. Miertus, S.; Scrocco, E.; Tomasi, J. Electrostatic interaction of a solute with
a continuum. A direct utilization of ab initio molecular potentials for the
prevision of solvent effects. Chem. Phys. 1981, 55, 117–129.

44. Tomasi, J.; Persico, M. Molecular interactions in solution: An overview of
methods based on continuous distributions of the solvent. Chem. Rev. 1994,
94, 2027–2094.

45. Klamt, A.; Schüürmann, G. COSMO: A new approach to dielectric screening
in solvents with explicit expressions for the screening energy and its gradient.
J. Chem. Soc., Perkin Trans. 2 1993, 799–803.

61

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



46. Klamt, A.; Eckert, F. COSMO-RS: A novel and efficient method for the a
priori prediction of thermophysical data of liquids. Fluid Phase Equilib.
2000, 172, 43–72.

47. Cramer, C. J.; Truhlar, D. G. A universal approach to solvation modeling.
Acc. Chem. Res. 2008, 41, 760–768.

48. Baker, N. A.; Sept, D.; Joseph, S.; Holst, M. J.; McCammon, J. A.
Electrostatics of nanosystems: application to microtubules and the ribosome.
Proc. Natl. Acad. Sci. 2001, 98, 10037–10041.

49. Pierotti, R. A. Aqueous solutions of nonpolar gases. J. Phys. Chem. 1965,
69, 281–288.

50. Huron, M. J.; Claverie, P. Calculation of the interaction energy of one
molecule with its whole surrounding. II. Method of calculating electrostatic
energy. J. Phys. Chem. 1974, 78, 1853–1861.

51. Honig, B.; Sharp, K. A.; Yang, A. Macroscopic models of aqueous solutions:
Biological and chemical applications. J. Phys. Chem. 1993, 97, 1101–1109.

52. Sitkoff, D.; Sharp, K. A.; Honig, B. Accurate calculation of hydration free
energies using macroscopic solvent models. J. Phys. Chem. 1994, 98,
1978–1988.

53. Cramer, C. J.; Truhlar, D. G. Implicit solvation models: Equilibrium,
structure, spectra, and dynamics. Chem. Rev. 1999, 99, 2161–2200.

54. Eckert, F.; Klamt, A. Fast solvent screening via quantum chemistry:
COSMO-RS approach. AIChE J. 2002, 48, 369–385.

55. Ben-Naim, A.; Marcus, Y. Solvation thermodynamics of nonionic solutes. J.
Chem. Phys. 1984, 81, 2016–2027.

56. Tissandier, M. D.; Cowen, K. A.; Feng, W. Y.; Gundlach, E.; Cohen, M.
H.; Earhart, A. D.; Coe, J. V.; Tuttle, T. R. The proton’s absolute aqueous
enthalpy and Gibbs free energy of solvation from cluster-ion solvation data.
J. Phys. Chem. A 1998, 102, 7787–7794.

57. Eberson, L. Problems and prospects of the concerted dissociative electron
transfer mechanism. Acta Chem. Scand. 1999, 53, 751–764.

58. Andrieux, C. P.; Savéant, J. M.; Su, K. B. Kinetics of dissociative electron
transfer. Direct and mediated electrochemical reductive cleavage of the
carbon-halogen bond. J. Phys. Chem. 1986, 90, 3815–3823.

59. Curtis, G. P. Reductive Dehalogenation of Hexachloroethane and Carbon
Tetrachloride by Aquifer Sand and Humic Acid. Ph.D. Thesis, Stanford
University, 1991.

60. Roberts, A. L.; Totten, L. A.; Arnold, W. A.; Burris, D. R.; Campbell, T.
J. Reductive elimination of chlorinated ethylenes by zero-valent metals.
Environ. Sci. Technol. 1996, 30, 2654–2659.

61. Scherer, M. M.; Balko, B. A.; Gallagher, D. A.; Tratnyek, P. G. Correlation
analysis of rate constants for dechlorination by zero-valent iron. Environ.
Sci. Technol. 1998, 32, 3026–3033.

62. Totten, L. A.; Roberts, A. L. Calculated one- and two-electron reduction
potentials and related molecular descriptors for reduction of alkyl and vinyl
halides in water. Crit. Rev. Environ. Sci. Technol. 2001, 31, 175–221.

63. Winget, P.; Cramer, C. J.; Truhlar, D. G. Computation of equilibrium
oxidation and reduction potentials for reversible and dissociative

62

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



electron-transfer reactions in solution. Theor. Chem. Acc. 2004, 112,
217–227.

64. Cwiertny, D. M.; Arnold, W. A.; Kohn, T.; Rodenburg, L. A.; Roberts, A.
L. Reactivity of alkyl polyhalides toward granular iron: Development
of QSARs and reactivity cross correlations for reductive dehalogenation.
Environ. Sci. Technol. 2010, 44, 7928–7936.

65. Laviron, E.; Vallat, A.; Meunier-Prest, R. The reduction mechanism of
aromatic nitro compounds in aqueous medium. Part V. The reduction of
nitrosobenzene between pH 0.4 and 13. J. Electroanal. Chem. 1994, 379,
427–435.

66. Lund, H. Cathodic reduction of nitro compounds. In Organic
Electrochemistry; Marcel Dekker: New York, 1973; pp 315−345.

67. Hofstetter, T. B.; Neumann, A.; Arnold,W. A.; Hartenbach, A. E.; Bolotin, J.;
Cramer, C. J.; Schwarzenbach, R. P. Substituent effects on nitrogen isotope
fractionation during abiotic reduction of nitroaromatic compounds. Environ.
Sci. Technol. 2008, 42, 1997–2003.

68. Oh, S. Y.; Cha, D. K.; Chiu, P. C. Graphite-mediated reduction of
2,4-dinitrotoluene with elemental iron. Environ. Sci. Technol. 2002, 36,
2178–2184.

69. Meisel, D.; Neta, P. One-electron redox potentials of nitro compounds and
radiosensitizers. Correlation with spin densities of their radical anions. J.
Am. Chem. Soc. 1975, 97, 5198–5203.

70. Neta, P.; Meisel, D. Substituent effects on nitroaromatic radical anions in
aqueous solution. J. Phys. Chem. 1976, 80, 519–524.

71. Wardman, P. The use of nitroaromatic compounds as hypoxic cell
radiosensitizers. Curr. Top. Rad. Res. Q. 1977, 11, 347–398.

72. Kemula, W.; Krygowski, T. M. Nitro compounds. In Encyclopedia of
Electrochemistry of the Elements; Marcel Dekker: New York, 1979; Vol.
13; pp 77−130.

73. Hofstetter, T. B.; Heijman, C. G.; Haderlein, S. B.; Holliger, C.;
Schwarzenbach, R. P. Complete reduction of TNT and other
(poly)nitroaromatic compounds under iron-reducing subsurface conditions.
Environ. Sci. Technol. 1999, 33, 1479–1487.

74. Phillips, K. L.; Sandler, S. I.; Chiu, P. C. A method to calculate the
one-electron reduction potentials for nitroaromatic compounds based on
gas-phase quantum mechanics. J. Comput. Chem. 2011, 32, 226–239.

75. Reifler, R. G.; Smets, B. F. Enzymatic reduction of 2,4,6-trinitrotoluene
and related nitroarenes: Kinetics linked to one-electron redox potentials.
Environ. Sci. Technol. 2000, 34, 3900–3906.

76. de Abreu, F. C.; de Paula, F. S.; dos Santos, A. F.; Sant’Ana, A. E. G.; de
Almeida, M. V.; Cesar, E. T.; Trindade, M. N.; Goulart, M. O. F. Synthesis,
electrochemistry, and molluscicidal activity of nitroaromatic compounds:
Effects of substituents and the role of redox potentials. Bioorg. Med. Chem.
2001, 9, 659–664.

77. Sjoberg, L.; Eriksen, T. E. Nitrobenzenes: A comparison of pulse
radiolytically determined one-electron reduction potentials and calculated
electron affinities. J. Chem. Soc., Faraday Trans. 1 1980, 76, 1402–1408.

63

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



78. Adams, G. E.; Clarke, E. D.; Flockhart, I. R.; et al. Structure-activity
relationships in the development of hypoxic cell radiosensitizers. I.
Sensitization efficiency. Int. J. Radiat. Biol. Relat. Stud. Phys., Chem.
Med. 1979, 35, 133–150.

79. Zubatyuk, R. I.; Gorb, L.; Shishkin, O. V.; Qasim, M.; Leszczynski, J.
Exploration of density functional methods for one-electron reduction
potential of nitrobenzenes. J. Comput. Chem. 2010, 31, 144–150.

80. Neumann, A.; Hofstetter, T. B.; Lussi, M.; Cirpka, O. A.; Petit, S.;
Schwarzenbach, R. P. Assessing the redox reactivity of structural iron in
smectites using nitroaromatic compounds as kinetic probes. Environ. Sci.
Technol. 2008, 42, 8381–8387.

81. Gorski, C. A.; Nurmi, J. T.; Tratnyek, P. G.; Hofstetter, T. B.; Scherer, M.
M. Redox behavior of magnetite: Implications for contaminant reduction.
Environ. Sci. Technol. 2010, 44, 55–60.

82. Uchimiya, M.; Stone, A. T. Reversible redox chemistry of quinones: Impact
on biogeochemical cycles. Chemosphere 2009, 77, 451–458.

83. Macalady Donald, L.; Walton-Day, K. Redox chemistry and natural organic
matter (NOM). In Aquatic Redox Chemistry; Tratnyek, P., Grundl, T. J.,
Haderlein, S. B., Eds.; American Chemical Society: Washington, DC, 2011;
Vol. 1071, Chapter 5, pp 85−111.

84. Sharma, K. K.; O’Neill, P.; Oakes, J.; Batchelor, S. N.; Rao, B. S. M. One-
electron oxidation and reduction of different tautomeric forms of azo dyes: a
pulse radiolysis study. J. Phys. Chem. A 2003, 107, 7619–7628.

85. Li, C.; Hoffman, M. Z. One-electron redox potentials of phenols in aqueous
solution. J. Phys. Chem. B 1999, 103, 6653–6656.

86. Winget, P.; Weber, E. J.; Cramer, C. J.; Truhlar, D. G. Computational
electrochemistry: aqueous one-electron oxidation potentials for substituted
anilines. Phys. Chem. Chem. Phys. 2000, 2, 1231–1239.

87. Hilal, S. H.; Saravanaraj, A. N.; Whiteside, T.; Carreira, L. A. Calculating
physical properties of organic compounds for environmental modeling from
molecular structure. J. Comput.-Aided Mol. Des. 2007, 21, 693–708.

88. Hilal, S. H.; Carreira, L. A.; Karickhoff, S. W.; Melton, C. M. Estimation of
electron affinity based on structure activity relationships. Quant. Struct.-Act.
Relat. 1993, 12, 389–396.

64

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Chapter 4

Thermodynamic Control on Terminal Electron
Transfer and Methanogenesis

Christian Blodau*

School of Environmental Sciences, University of Guelph, N1G 2W1, Guelph,
Canada

*christian.blodau@uni-muenster.de; present address: Hydrology Group,
ILÖK, University of Münster, Germany

Terminal electron accepting processes (TEAPs) control the
fate of elements in anoxic environments. This study focuses
on thermodynamic regulation of H2-dependent TEAPs.
H2-dependent methanogenesis and sulfate reduction operate
near free energy thresholds (ΔGc) and can be inhibited by
changes in thermodynamic conditions, whereas more ‘potent’
TEAPs occur far from their energy thresholds and lower H2
concentrations to levels that exclude other TEAPs. Metabolic
free energy thresholds depend on microbial physiology and
occur when the energy conserved byATP generation approaches
the thermodynamic driving force. A model analysis for
peat-sand mixtures suggests that acetoclastic methanogenesis
can be inhibited by CH4 and dissolved inorganic carbon (DIC)
accumulation, lowering the free energy (ΔGr) toward an energy
threshold (ΔGc), which was identified by inverse modeling
near - 25 kJ mol-1. Inhibition was sensitive to ΔGc and acetate
concentrations, so that ΔGc ± 5 kJ mol-1 and a range of 1 to
100 µmol L-1 acetate lead to strongly differing steady state CH4
concentrations in the model results.

Introduction and Review

Terminal Electron Transfer and the Role of Molecular Hydrogen

The distribution of chemical species in anoxic environments is governed
by microbially mediated electron transfer, and in particular by terminal electron

© 2011 American Chemical Society

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

4

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



accepting processes and methanogenesis (1, 2) (Table 1). Geochemists have
recognized early that thermodynamic considerations may provide a framework
for analyzing the occurrence of TEAPs in sediments (3). From such origins
and the investigation of the bioenergetic regulation and limits of anerobic
metabolism (4–6), the role of molecular hydrogen as regulator for TEAPs,
methanogenesis, and syntrophic fermentation processes was elucidated. More
recently, coherent and quantitative concepts addressing the regulation of TEAPs
in anoxic environments have been developed (7). Efforts are also undertaken to
integrate such concepts into reactive transport and diagenetic models (8). This
study’s objective is to summarize some of this progress and to analyze how
constraints on energy and solute transport may control the kinetics of microbially
mediated electron transfer processes in anoxic environments. The latter objective
is also addressed based on a simple methanogenic, diffusion dominated system.

Anaerobic decomposition of both immobile and dissolved organic matter
proceeds through the action of extracellular enzymes, fermentation, syntrophic
processes, and TEAPs (9) (Fig. 1). Decomposition is initially controlled by the
activity of extracellular enzymes, which are produced by fermenting bacteria, and
hydrolyzed polymers that cannot pass the outer membrane of microorganisms
(10). Among many decomposition products, acetate and molecular hydrogen (H2)
are primary substrates for methanogenic Archaea and a range of microorganisms
mediating TEAPs (11). For simplicity, methanogenesis is included under the
TEAP heading. Molecular H2 plays a particularly important role in the anaerobic
decomposition network. The microbial demand for H2 is strong since the
ability to oxidize H2 through membrane-bound hydrogenases is phylogenetically
widespread (12), linking H2 to reduction of widespread electron acceptors such as
NO3-, SO42-, and CO2, and to less common acceptors, such as As(V) and U(VI)
(see also (13) and (14)). Thus, its concentration controls much of the energy
available to TEA bacteria. H2 typically has a half-life of less than a minute (15),
which allows for rapid concentration adjustment with changing environmental
conditions (11). The free energy of oxidation of H2 is also highly dependent on
H2 activity because it involves only a transfer of two electrons. This network of
processes involving H2 transfer is subjected to constraints by transport of solutes
and gases, microbial kinetics, stoichiometric limitations, and the availability of
Gibbs free energy in form of electron donors and acceptors (Figure 1). The level
of energy available results from fluxes of oxidants and reductants, and the rate
at which mobile reactants are supplied, as analyzed by Kurtz and Peiffer (16) in
this volume.

Lovley and Goodwin (17) recognized the role of H2 in anaerobic
decomposition networks and suggested its use as a redox indicator in studying
competition between TEAPs. The authors originally argued that H2 concentration
under steady-state conditions should depend only on physiological characteristics
of hydrogenotrophic microorganisms, i.e. the growth yield (Y) and the
half-saturation constant (K) for H2 uptake, which tend to increase and decrease,
respectively, with increasing energy yield of a given TEAP. External factors,
such as the H2 supply rate, should not influence H2 concentrations in steady-state
systems (18). Levels of H2 in anoxic environments, thus, decrease with increasing
standard Gibbs free energy of the predominant TEAP. This way, energetically less

66

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

4

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



potent TEAPs are excluded from substrate utilization as their energy thresholds
are exceeded and their metabolism ceases. According to this concept, H2 levels
can be used as a redox indicator because levels adjust to ranges that are optimal
and indicative for a particular predominating TEAP (17, 19). For a compilation
of these ranges the reader is referred to Heimann, et al. (20). The approach has
been widely used to investigate the microbiology and redox chemistry of pristine
and contaminated sediments (21–24). Similar observations were made for other
low-molecular-weight intermediates (25) but concentration levels have been less
clear than for H2.

Figure 1. Simplified network of processes involved in anaerobic organic matter
decomposition in anoxic aqueous systems and potential controls by transport,

energy, microbial kinetics, and microorganism stoichiometry.
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Table 1. Overview of important H2-consuming TEAPs and their Gibbs
free energies under standard (ΔG0) and exemplary environmental (ΔGr)

conditions, respectively

Process Reaction stoichiometry ΔG0
(kJ mol-1)a

ΔGr
(kJ mol-1)b

Oxic respiration 1/2 O2 + H2 → H2O -237.2 -206.7

Denitrification 2/5 NO3- + H2 + 2/5 H+ →
1/5 N2 + 6/5 H2O

-240.1 -186.6

Iron reduction 2 FeOOH(a) + H2 + 4 H+ →
2 Fe2+ + 4 H2O

-182.5 -39.8

Arsenate reduction HAsO42- + H2 + 2 H+ →
H3AsO3 + H2O

-162.4 -53.9

Sulfate reduction 1/4 SO42- + H2 + 1/4 H+ →
1/4 HS- + H2O

-48.0 -9.5

Hydrogenotrophic
methanogenesis

1/4 HCO3- + H2 + 1/4 H+ →
1/4 CH4 + 3/4 H2O

-43.9 -8.2

Homoacetogenesis 1/2 HCO3- + H2 + 1/4 H+ →
1/4 Acetate- + H2O

-36.1 +2.4

aCalculated fromGibbs free energies of formation (26–28); O2, H2, N2, and CH4 as gaseous
species. bAt the following conditions: T = 25 ºC, [O2] = 0.21, [N2] = 0.78, [CH4] = [NO3-]
= [Fe2+] = [HAsO42-] = [H3AsO3] = [SO42-] = [HS-] = [Acetate-] = 10-4, [HCO3-] = 10-2, [H+]
= 10-7, [H2] = 10-5 (corresponding to an aqueous concentration of approximately 8 nmol L-1).
Square brackets indicate activities of aqueous species or fugacities of gaseous species. Data
have previously been reported in (29) and (20).

The Energy Threshold – in Situ Energy Concept in Terminal Electron
Transfer

Lovley and Goodwin’s (17) H2-based redox indicator concept did not always
predict the occurrence of TEAPs well (30–34). Often TEAPs were also found
to occur simultaneously (35, 36). H2 concentrations in real-world systems are
not solely related to the physiology of the H2-consuming microbes but are also
influenced by the presence of other electron donors, the concentration levels
of electron acceptors, transient environmental conditions, and micro-scale
heterogeneity. Redox conditions and electron flow in anoxic systems have, thus,
also been analyzed focussing on the in situ energy yields of individual processes
(30, 37, 38). Energy yields can be calculated from the activities of substrates
and products involved in a process at a given temperature and compared to a
theoretical or empirical minimum energy requirement for the process, so called
‘energy threshold’. This kind of analysis provides insight into the functioning
of an individual electron transfer process. If in situ energies are smaller (more
positive) than the energy threshold for a particular process, it cannot occur; if
energies are much larger than usually observed while the process is ongoing,
it is likely inhibited by some other constraint; and if the in situ energy of the
process approaches its energy threshold it should become increasingly slow.
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The expectation is that TEAPs operate at in situ energy levels that are close
to but not at their specific energy thresholds. In agreement with this idea,
ΔGr for hydrogenotrophic methanogenesis was about -35 kJ mol-1 in several
anaerobic freshwater systems during ongoing methanogenesis (39, 40), whereas
the theoretical energy threshold for the process is believed to be -20 to -25 kJ
mol-1 under active growth (5).

Energy Thresholds

Energy thresholds have been derived from the ATP synthesis energy. The
in vivo energy required for synthesis of one mol of ATP is around +50 kJ,
depending on intracellular levels of ATP, ADP, phosphate, Mg2+, and H+ (5, 28).
Additional required thermodynamic driving force can be accounted for by simply
adding an energy quantum for the process (5) and more generally by including
a thermodynamic efficiency factor (6, 41). Since the H+/ATP ratio of the ATP
synthase is typically in the range of 3-4 (42) the energy threshold equals the
energy released by one proton returning into the cell through the ATP synthase.
Based on this argument, the energy threshold should be around 1/3 or 1/4 of
-70 kJ mol-1, i.e. about -20 kJ mol-1 of substrate for methanogenesis (5). Under
starvation conditions, smaller values of -10 to -15 kJ mol-1 of substrate may be
found (6, 41).

The H+/ATP based energy threshold concept requires some flexibility with
regard to methanogenic Archaea, which are particularly well-adapted to low
energy levels (43). Archaea actively pump sodium ions across their membranes
as a bioenergetic pathway, which may account for part of the ATP that is
synthesized (44, 45), and they are characterized by more variable and larger
H+/ATP ratios (43). Fermentation processes are not subject to the H+/ATP energy
threshold concept since ATP is synthesized via substrate level phosphorylation
(46, 47). Minimum energy requirements for these processes and acetogenesis
were generally found to be smaller than in TEAPs (46, 47). Compilations of
minimum free energy yields for various TEAPs and fermentation processes were
compiled by Hoehler (6) and Kleerebezem and Stams (48).

Differences in Energetic Control on TEAPs

The different levels of Gibbs free energies provided from TEAPs and
methanogenesis (Table 1) have been found to correlate with the ‘tightness’ of
thermodynamic control and the in situ energies that adjust during an ongoing
process. This finding is reflected in the levels of energy thresholds that have been
reported, and in the difference between these thresholds and in situ energies that
were typically attained in anoxic environments. When Gibbs free energy is large,
in particular with respect to denitrification, energy thresholds were found to be
larger as well (20, 37). Energy conservation per hydrogen consumed has been
suggested to be twice or more that of sulfate reduction and methanogenesis, based
on the energy conservation mechanisms; energy thresholds should accordingly
be proportionately higher and attained when hydrogen levels are still farther from
thermodynamic equilibrium (7). This being the case in situ energy yield did not
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reach energy thresholds in empirical studies because H2 concentrations become
minute when approaching the threshold (37). Enzyme kinetics and limits on
diffusive flux probably control H2 concentration and, thus, also in situ energy
yields of such ‘high energy’ TEAPs (37).

For TEAPs falling into an intermediate range of energy yields, the relationship
between energy thresholds and in situ energy yields is less uniform. Reduction
of chlorinated organics, Cr(VI), As(V), and iron oxides represent examples of
these TEAPs. During reductive dechlorination of ethenes, in situ energy yields
encountered under field or laboratory conditions remained higher than is expected
based on the energy thresholds concept (49). A similar conclusion has been
reached with respect to As(V)-reduction with H2 as electron donor (29). With
respect to bacterial iron oxide reduction, no coherent picture has emerged so far,
potentially caused by the phase transfer reaction and wide range of metastable
phases and surface properties of the electron acceptor (50). In some cases,
microbial reduction of goethite ceased at an energy threshold of around -23 kJ
mol-1 (51), whereas in others experiments no such thresholds could be identified
(52). An inherent difficulty in studies on iron oxide reduction is the variable
nature of the mineral phase, which is altered by sorption, surface precipitation,
and catalytic action of ferrous iron (53, 54).

For processes at the low end of energy yields, empirical energy thresholds
tended to be fairly consistent and small, and ranged from -20 to -28 kJ mol-1,
-9 to -50 kJ mol-1, and -16 to -49 kJ mol-1 for hydrogenotrophic acetogenesis,
methanogenesis, and sulfate reduction, respectively (when the reactionwaswritten
with the lowest possible integer coefficients) (6). The occurrence and kinetics
of these processes is, thus, likely controlled by their in situ energy yields. The
occurrence of these processes at very small ΔGr has also been interpreted as an
adaptation to survival under “substrate starvation” in depositional environments,
where microbial communities are exposed to residual and increasingly recalcitrant
organic matter (41).

Energy Thresholds and Transport – Methanogenesis as an Example

A consequence of energy thresholds is the potential for metabolic slowdown
by accumulation of metabolic products. Such phenomena are well known
from anaerobic bioreactors (55). Several closed incubation-type studies have
also demonstrated that processes involved in anaerobic respiration slow down
or cease when energy thresholds are approached (41, 46, 56). Extrapolating
such experimental observations to peats, Beer et al. (57) proposed that small
changes in ΔGr of methanogenesis by accumulation of DIC and/or CH4 may slow
methanogenic decomposition in diffusion dominated methanogenic deposits. In
this concept, the production of CH4 reflects a system’s limit to accommodate
simultaneous constraints of transport, energy, and microbial kinetics.

To test this hypothesis, a simple column experiment was designed with
water saturated and anaerobic peat-quartz sand mixtures containing 5%, 15%,
and 50% of moderately decomposed peat. Differences in peat quality with depth
were eliminated by homogenization and pore water profiles were allowed to
approach steady-state in absence of vertical water flow. Under such conditions,
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CH4 production should diminish to similar and very small values deeper into the
deposit regardless of C content, but increase proportionately with C content in
the anaerobic layers near the column surface, where the energy constraints are
alleviated by continuous removal of DIC and CH4. Furthermore, the decrease
in methanogenesis should be related to processes approaching their respective
biological energy quantum.

Methods
Column Setup and Sampling

Commercially available ombrotrophic bog peat was homogeneously mixed
with quartz sand and deionized water, and filled in PVC columns (140 cm x
20 cm) equipped with porewater peepers (38) for 120 cm of column length.
These could be non-destructively retrieved from perforated and meshed frames
embedded in the column filling. Columns were kept dark at 18°C with the water
table slightly above the surface. Peepers were retrieved and replaced after 370
and 550 days. DIC, CH4 and H2 concentrations were quantified using headspead
techniques, gas chromatography and a Trace Analytical TA 3000 hydrogen
analyzer, and converted into dissolved concentration. Inorganic anions (ion
chromatography), pH (potentiometry), and H2S (amperometry) were analyzed as
previously described (38), and acetate in selected samples was analyzed by HPLC
with UV detection at 208 nm.

Modeling

To model production and transport of CH4 a simple box model was
implemented using STELLA© simulation software. The model encompassed 10
fully mixed vertical layers to simulate concentration profiles. Solute transport
between layers was simulated using Fick’s law with the diffusion coefficient of
CH4 taken from (58), adjusted to a temperature of 18°C and corrected for the effect
of porosity (n) using a factor of n2. The assumption that the system was diffusion
dominated was checked by repeated static chamber measurements of CH4 flux
(38) at the end of the experiments. Ebullition (i.e. bubbling) of CH4,detectable by
rapid concentration increase in the chambers, was not observed. Concentrations
of CH4 at the upper and lower boundary of column were fixed at measured
levels in the model. Porosity was determined from bulk density measurements
in separate columns of analogous peat-sand mixtures, as well as estimates of
specific density of peat (1.5 g cm-3) and quartz components (2.65 g cm-3). The
production rate of methane in each depth layer was modelled using a modified
Michalis-Menten kinetics (equation 1) with a maximum rate vmax (µmol L-1 d-1)
and half saturation constant ks (µmol L-1). The model further accounts for the free
energy of the process by including the reaction quotient Q and an analogue for the
equilibrium constant adjusted to a minimum energy requirement ΔGc (kJ mol-1
(CH4)). Originally this approach was presented by Hoh and Cord-Ruwisch (55)
using the equilibrium constant instead. It represents a special case of the more
general approach developed by Jin and Bethke (7). In the model, the production

71

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

4

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



of methane equals zero when the Q = Kthreshold, i.e. when the energy conserved
in ATP generation equals the release of free energy from the overall chemical
process. At this point, the thermodynamic driving force becomes zero.

Gibbs free energy ΔGr (kJ mol-1) available for hydrogenotrophic (4 H2(aq)
+ CO2(aq) → 2 H2O(l) + CH4(aq)) and acetoclastic (CH3COO-(aq) + H+(aq) →
CO2(aq) + CH4(aq)) methanogenesis was calculated in the model for the smallest
integer stoichiometry using the Nernst equation, as previously described (38):

with ΔGr0 the standard Gibbs free energy of the reaction (kJ mol-1) at in situ
temperature of 18°C, R the gas constant (8.314 × 10-3 kJ mol-1K-1), T the absolute
temperature (K), and ν the stoichiometric coefficients. The pressure dependency
of ΔGr and the effect of ionic strength on activities were neglected.

Hydrogenotrophic methanogenesis provided insufficient free energy for
methanogenesis, at least at the spatial scale of solute sampling (data not shown).
The model was thus restricted to the utilization of acetate and parameterized in
agreement with literature ranges of vmax, ks, and the critical energy converted
to a Kthreshold. Parameterization was further attempted with one consistent set
of parameters for simulating CH4 concentration profiles in 5 %, 15%, and 50%
peat columns at 370 and 550 days, simultaneously. To account for an initial
utilization of electron acceptors after flooding (59), a time lag of 100 days was
assumed before methane production began and reached full production after
200 days. Acetate concentration was fixed at average levels of 10 µmol L-1, or
about half the detection limit of measurements. The DIC, here equivalent to
dissolved CO2, concentration profiles were simulated simultaneously using (1)
first order kinetics of DIC production and decomposition constants of 0.0018
to 0.0028 d-1 to match the observed accumulation of DIC, and (2) an empirical
linearly-increasing inhibition of DIC production at levels of 5000 to 10500 µmol
L-1, which was needed to match the evolution of DIC profiles in the experiments
(data not shown).

The Michaelis-Menten model was also applied without the energy threshold
to test if CH4 profiles across the columns and over time could be created without
a thermodynamic inhibition of acetoclastic methanogenesis. Finally, sensitivity
analyses were carried out regarding vmax, ks, ΔGc, and concentrations of acetate.
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Results and Discussion

Concentration Dynamics

Methane concentration in the peat columns increased with depth and time in
all three peat sand mixtures (Figure 2). Concentrations reached 280 to 500 µmol
L-1 (5% peat), 400 to 500 µmol L-1 (15 % peat), and 600 µmol L-1 (50% peat) in
the columns. In the 50 % peat column concentrations hardly increased between
370 d and 550 d sampling; this column was near steady state by the end of the
experiment, whereas concentration moderately increased in the 15%, and strongly
increased in the 5% peat column.

Figure 2. Measured and modelled CH4 concentrations in experiments with 5%
peat, 15% peat, and 50% peat (mass basis) in homogenized peat - quarz sand
mixtures after 370 days and 550 days of incubation. Note different concentration
scales. In the uppermost series of simulations, an energy threshold at -25 kJ
mol-1 (CH4) was implemented, resulting in slow down of concentration increase
and the ‘flattening’ of the profiles observed with depth. In the lower panels,

this constraint was removed.
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Strikingly, the methane concentration increase with depth levelled off when
the concentration profiles approached steady state, indicating an absence of
methane production deeper into the peat sand mixtures. DIC concentrations
increased in a similar but less steep manner to maximum levels of 5500 µmol
L-1, 8500 µmol L-1, and 9500 µmol L-1; H2 concentrations varied from 0.1 to 2.7
nmol L-1; and acetate concentration remained below the limit of detection. Values
of pH were slightly to moderately acidic and ranged from 4.0 to 5.4, generally
increasing with depth.

The methane dynamics in the columns could be adequately reproduced with
the model that included an energy threshold of -25 kJ mol-1 (CH4) and reasonably
consistent Vmax and ks values that were in the broad range reported for peats and
similar substrates (Figure 2). Values of ks have been reported to be between 5
and 200 µmol L-1 (60); a value of 10 µmol L-1 was used in all simulations. A
best fit could be reached when Vmax increased from 6.5 µmol L-1 d-1 (5% peat),
11 µmol L-1 d-1 (15% peat) to 36.8 µmol L-1 d-1 (50% peat). Such values are
well in line with measured in situ CH4 production in similar bog peats during
summer (61). Between the 15% and 50% treatments the increase in Vmax was
proportionate to the increase in organic matter content. Successful reproduction
of the CH4 profiles in the 5% treatment required a somewhat higher Vmax than
proportional to the differences in peat content. Acetate concentrations averaged
10 µmol L-1 in all model columns, but some adjustment of concentration levels
with depth was required. In the 15 % and 50 % columns, a good fit was reached
with a linear increase from 8.6 µmol L-1 to 11.4 µmol L-1, whereas in the 5%
column concentrations increased linearly from 5.5 to 14.5 µmol L-1, resulting in
faster rising CH4 concentration deeper into the peat of this column (Figure 2).
These assumptions are arbitrary but within the boundary stipulated by the acetate
analyses.

Importantly, methane dynamics could not be reproduced across time and peat
content without an energy threshold (ΔGc) (Figure 2). In any particular column, a
CH4 profile could be adequately fitted by some parameter combination. In the 5%
treatment, this exercise succeeded for both profiles at 370 d and 550 d (Figure 2).
However, in the 15% and 50% treatments, a good fit of the 550 d profiles resulted
in gross underestimates of concentrations after 370 d (data not shown). Using
the general parameterization that produced a good fit in the 5% peat column, CH4
concentrations in the other columns were strongly overestimated in absence of an
energy threshold (Figure 2). While there is considerably degree of freedom in the
model parameterization, these results suggest that a threshold to CH4 production
was present. This threshold was not yet reached in the 5%, but clearly reached
in the 15% and particularly the 50% peat column. The nature of this threshold
cannot be unequivocally ascertained, but the fact that it occurred when Gibbs free
energies of acetoclastic methanogenesis reached -25 kJ mol-1 (which is close to
theoretical energy thresholds (5)) suggest that methane production and increase in
methane concentrations was inhibited thermodynamically and ultimately by the
slowness of diffusive transport removing CH4 and DIC.
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Production Rates and Parameter Sensitivity

Some further insight into the methane production dynamics leading to this
phenomenon can be gained by analyzing profiles of CH4 production and Gibbs
free energy in the model (Figure 3), as well as the sensitivity to processes to the
parameters (Figure 4). In the 5% model, CH4 production only slightly decreased
over time and ΔGr remained < -28 kJ mol-1 (Figure 3). In the 50% peat model,
methane production remained strong in the uppermost layer under the same
ΔGr, whereas at larger depth production declined to zero. The 15% peat model
was characterized by a more moderate inhibition of methanogenesis with time
and depth. The decline of methanogenesis to zero in the 50% peat model was
essentially caused by lower DIC concentration in the upper part of the column,
which allowed for higher CH4 concentrations at the energy threshold (see also
equation (2)).

Figure 3. Modelled depth profiles of CH4 production and respective ΔGr of the
processes at 370 and 550 days of incubation in experiments with 5% peat, 15%

peat, and 50 % peat in homogenized peat - quarz sand mixtures.

As a result, CH4 concentration slightly peaked at about 30 cm depth (Figure 2),
where the gas diffused mostly upwards but also slightly downward, thus raising
CH4 concentration in deeper layers to levels that did not allow for any further
production. This created the remarkably straight CH4 concentration depth profiles
in the model that were also observed in the empirical data (Figure 2).

The sensitivity analysis illustrates that concentration profiles were highly
dependent on both the energy threshold and substrate concentration, and to a
lesser degree on the kinetic Vmax and ks values. This assumes a reasonable range
of these parameters in anoxic environments and confirms earlier studies (55). The
finding is exemplified in the 50% peat column after 550 d (Figure 4). In each of
the analyses, all parameters except one were kept constant.
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Figure 4. Sensitivity of modeled CH4 concentrations in 50 % peat columns to
changes in threshold energy ΔGc, acetate concentration, maximum production
rate Vmax, and half saturation constant ks, while keeping all other parameters
constant in each simulation. When not varied in a simulation, ΔGc= 25 kJ mol-1,

Vmax =36.8 µmol L-1 d-1, acetate = 10 µmol L-1, and ks = 0.0028 d-1.

Moderate changes in the physiologically based energy threshold of ± 5 kJ
mol-1, which are smaller than widely reported and may reflect adaptations to the
general availability of substrates (6), can thus lead to very different steady state
CH4 levels inmethanogenic peat deposits, whichmay contribute to large variations
that have reported from field sites (57, 62). A similarly strong influence of acetate
concentration on the CH4 concentrations was observed at an energy threshold
of -25 kJ mol-1. The parameters Vmax and ks primarily influenced the temporal
dynamics in the model, i.e. the time required for CH4 profiles to reach steady
state near the energy threshold (Figure 4). Higher Vmax and ks also reinforce the
already described phenomenon of increases of CH4 concentrations beyond levels
stipulated by ΔGc in lower depths of this semi-closed soil system. This is caused
by more vigorous CH4 production in the upper layers, where DIC concentrations

76

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

4

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



are lower than in larger depths, thus allowing for higher CH4 concentrations at the
energy threshold.

The effect of acetate concentration on CH4 concentration levels stresses
the importance of the dynamic equilibrium between acetate production and
methanogenic consumption near energy thresholds. This point is further illustrated
in Figure 5, which shows ΔGr available for the fermenatation of propionate to
acetate and its subsequent consumption by acetoclastic methanogenesis over a
range of DIC, i.e. dissolved CO2, and CH4 concentrations. Whereas at low DIC
and CH4 concentrations both processes can occur over a wide range of acetate
concentrations, in the example between 0.1 and 10 µmol L-1, this range decreases
with accumulation of DIC and CH4 to a narrow band near 10 µmol L-1. Deviation
from this band would inhibit either process, and the effect of higher acetate
concentration could only be compensated for by elevating concentrations of
propionate. The ‘energy signal’ of DIC and CH4 accumulation may be distributed
through the preceding fermentation network, which could, for example, help to
explain high levels of acetate and propionate in groundwater systems (57, 63).
Thus, temporary or local increases of acetate concentrations that have been widely
reported for example in wetland (64, 65) and aquifer systems (63, 66) have the
potential to ease thermodynamic constraints on acetoclastic methanogenesis, but,
on the other hand, may inhibit preceding fermentation processes, as suggested in
organic rich peat aquifers (38, 57).

Figure 5. Gibbs free energy ΔGr available from acetoclastic methanogenesis and
syntrophic propionate fermentation to acetate (CH3CH3COOH (aq) + 2H2O
(l) Þ CH3COOH (aq) + CO2 (aq) + 3 H2 (aq)) with increasing DIC and CH4
concentration. Assuming propionate concentrations of 1 µmol L-1 and either 0.1

or 10 µmol L-1 of acetate. DIC is assumed to be dissolved CO2.
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Conclusions
This review and case study demonstrate the usefulness of considering

the energy threshold concept when interpreting the occurrence, rate and
spatio-temporal distribution of H2 and organic acid dependent TEAPs and
methanogenesis in anoxic systems. H2-dependent methanogenesis and sulfate
reduction typically operate near free energy thresholds (ΔGc) in soils and
sediments, and can thus be inhibited by changes in geochemical conditions that
are induced by constraints on transport of solutes and by provision of TEAPs that
are energetically more potent. These TEAPS operate far from theoretical energy
thresholds, despite higher physiological energy threshold levels, and can lower
H2 concentrations to levels excluding less potent TEAPs. Energy thresholds
are dependent on microbial physiology and occur when the energy conserved
by ATP generation comes close to the thermodynamic driving force. The case
study illustrates that accumulation of methane in diffusion dominated and DIC
rich systems may cause inhibition of acetoclastic methanogenesis near energy
thresholds, and the high sensitivity of such a mechanism to small changes in
acetate concentration and the energy threshold ΔGc. The production and flux
of CH4, as the most reduced metabolic product of anaerobic organic matter
decomposition, appeared to reflect the system’s ability to simultaneously adjust
to transport, energy, and microbial kinetic constraints on the redox process. Low
energy, in particular methanogenic, systems may thus operate in a mode in which
processes and constraints converge towards a characteristic steady state that
reflects a specific capacity to process organic material and that is likely highly
dependent on rates of solute transport.
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Chapter 5

Redox Chemistry and Natural Organic Matter
(NOM): Geochemists’ Dream, Analytical

Chemists’ Nightmare

Donald L. Macalady1,* and Katherine Walton-Day2

1Department of Chemistry and Geochemistry, Colorado School of Mines,
Golden, CO 80401

2U.S. Geological Survey, Colorado Water Science Center, Denver Federal
Center, Box 25046, MS 415, Denver, CO 80225

*dmacalad@mines.edu

Natural organic matter (NOM) is an inherently complex
mixture of polyfunctional organic molecules. Because of their
universality and chemical reversibility, oxidation/reductions
(redox) reactions of NOM have an especially interesting
and important role in geochemistry. Variabilities in NOM
composition and chemistry make studies of its redox chemistry
particularly challenging, and details of NOM-mediated
redox reactions are only partially understood. This is in
large part due to the analytical difficulties associated with
NOM characterization and the wide range of reagents and
experimental systems used to study NOM redox reactions. This
chapter provides a summary of the ongoing efforts to provide a
coherent comprehension of aqueous redox chemistry involving
NOM and of techniques for chemical characterization of NOM.
It also describes some attempts to confirm the roles of different
structural moieties in redox reactions. In addition, we discuss
some of the operational parameters used to describe NOM
redox capacities and redox states, and describe nomenclature of
NOM redox chemistry. Several relatively facile experimental
methods applicable to predictions of the NOM redox activity
and redox states of NOM samples are discussed, with special
attention to the proposed use of fluorescence spectroscopy to
predict relevant redox characteristics of NOM samples.

© 2011 American Chemical Society
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Introduction

Natural organic matter (NOM) is an inherently complex and inseparable
group of molecules (1) primarily resulting from the partial decay of senescent
plant materials and microorganisms. It is ubiquitous in all natural waters and
soils. In addition to its redox chemistry, it plays significant roles in metal
transport, microbial, photochemical and water treatment processes and in soil
fertility. Because of its complexity and wide range of molecular sizes and
physical properties, NOM has often been conceptually divided into separate
classes of molecules. This classification has generally been based on solubility
and pH properties of NOM samples, and a considerable collection of terms
has been applied to operationally defined NOM fractions. Soil scientists define
soil NOM as humic substances, which are composed of three fractions. One
is water insoluble at all pH values (humin) and two are defined in terms of
the base-solubilized portions of soil NOM. Humic acid is base soluble but
re-precipitates at slightly acid pH. Fulvic acids are solubilized by base and remain
in solution under acid conditions (2).

In aquatic science, solution-phase NOM is similarly divided into classes
such as hydrophobic acids, hydrophilic acids, hydrophilic bases, and hydrophilic
neutrals. The portions characterized as fulvic and humic acids (AHS, aquatic
humic substances) reside primarily in the hydrophobic acid fraction. Frequently
applied isolation techniques for aquatic NOM (after filtration to remove particulate
fractions, generally using 0.45-µm membranes) include column chromatographic
methods with non-ionic macroporous polymer sorbents composed of styrene
divinylbenzene (e.g. XAD-2, XAD-4) or acrylic esters (e.g. XAD-7, XAD-8,
DAX-8) (3). Weakly basic ion exchange resins (e.g. DEAE-cellulose) also have
been successfully used to isolate AHS from water without the pH adjustment
needed in the XAD-chromatography (4). Solid-phase extraction using modified
styrene divinyl benzene polymer types of sorbents has also been applied to
NOM isolation, especially from seawater (5). Tangential flow ultrafiltration
methods have been successfully used to isolate dissolved NOM fractions based
on nominal molecular mass fractions (6, 7). Finally, reverse osmosis combined
with electrodialysis rounds out the rather long list of methods used to isolate
NOM from natural waters (8).

Aquatic NOM in rivers and lakes is generally composed of 45-55% AHS
(of which 80-90% is classified as fulvic acids), 20-30% hydrophilic acids, 15-20
% hydrophilic neutrals, and 1-5 % hydrophilic bases. For a detailed discussion
of the fractional compositions of natural waters according to these classification
schemes, refer to the book by Thurman (9). Standardized samples of AHS,
including aquatic humic and fulvic acids have been made commercially available
through the International Humic Substances Society. Less fully characterized
commercial humic acids, such as Aldrich Humic Acid, are also commonly used
in NOM research.

Standardized fractions of NOM are commonly used in research as a means
of providing consistency to the many experimental procedures and approaches
used to characterize NOM. One disadvantage of such practices is that they mask
differences in the characteristics of NOM samples of different origins or from
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different water bodies. This can be especially important, as will be discussed
in more detail below, for investigations of the redox reactions involving NOM.
In addition, there is concern that NOM can be altered to varying extents during
chemical or physical isolation, and the isolated fractions may not be representative
of the material in its natural state. Nevertheless, most of the references contained
in this chapter refer to NOM fractions rather than NOM. This is an inherent, but
unavoidable, limitation to our review, and an inherent limitation to almost all of
the research that has been reported for NOM. The disadvantages of using NOM
fractions instead of NOM should be considered in evaluations of the validity of
the research reported in this, or any other, discussion of NOM.

The objective of this chapter is to provide some context to and
understanding of ongoing efforts to provide a coherent comprehension of aqueous
oxidation/reduction (redox) chemistry involving natural organic matter (NOM).
Initially, techniques for chemical characterization of NOM are presented to
provide context for the subsequent discussions of redox-active constituents of
NOM and redox chemistry of NOM. This is followed by discussions of those
moieties in NOM that have been shown to be redox-active, and the methods and
nomenclature used in investigations of the reversible redox behavior of NOM.
Finally, methods applicable to predictions of NOM redox activity and redox state
are outlined, with special consideration of the proposed use of statistical analyses
of fluorescence spectral characteristics of NOM samples to predict the redox
characteristics.

Chemical Characterization of NOM

Because this chapter focuses on redox reactions in aquatic environments, we
are primarily interested in the nature of water soluble NOM, commonly called
dissolved organic matter (DOM). Aquatic NOM commonly contains about 45-
55% carbon, 35-45% oxygen, 3-5% hydrogen and 1-4% nitrogen by mass, with
variable smaller amounts of sulfur (0.4-0.6 %) and phosphorus (0.1-0.45%). This
elemental composition tells little, of course, about the chemical composition of
aquatic NOM, but does provide some insight into the nature of the molecular
components. For example, elemental ratios such as the C/H or C/N have been
used to point to relative aromatic versus aliphatic content or the nature of biogenic
precursors of NOM samples (9–11). Also, the analytical chemistry that defines
the amount of NOM in a water sample invariably measures organic carbon, not
organic matter. The elemental composition suggests that DOM, or aquatic NOM,
content is close to twice the dissolved organic carbon (DOC) content.

Chemically, only a very small fraction of aquatic NOM contains identifiable
organic compounds. These are mostly small organic acids such as acetic, citric,
malic and other biogenic acids, including amino acids. Because these compounds
are generally bioavailable, their presence is variable and transient. The more
recalcitrant and enduring molecular components of NOM are primarily composed
of complex organic acids with a variety of other functional group constituents.
It is difficult to give precise descriptions of the functional group compositions
of aquatic NOM, in part because almost all of the work to elucidate the nature
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and abundances of functional groups in NOM has been conducted on NOM
fractions rather than on whole water NOM samples. However, a great deal of
qualitative or semi-quantitative structural information has been learned through
such investigations.

In the pursuit of the characterization of the structural features of NOM,
a wide variety of spectroscopic and chromatographic techniques have been
employed (e.g., (12, 13)), including those that derivatize, pyrolyze or otherwise
alter the original moieties and molecules in NOM fractions. Prominent among
the non-destructive methods are infrared (IR), ultraviolet-visible (UV-vis),
fluorescence, and nuclear magnetic resonance (NMR) spectroscopies, mass
spectrometry and all of its variations, X-ray techniques [e.g. X-ray fine-edge
absorption spectroscopy (XFAS)], and chromatographic variants such as gel
electrophoresis (e.g., (14–18)), plus many other references in this chapter). All
of these techniques have their individual uses and limitations, advantages and
disadvantages. The bottom line information about NOM chemical composition
is that oxygen-containing functional groups are distributed among aliphatic and
aromatic moieties, some of which may contain nitrogen or sulfur atoms in their
structures. So, a preferred approach is to limit descriptions of the NOM in a given
natural water sample in terms of dissolved organic carbon content (DOC) and
the fraction of this carbon that exists as aromatic moieties or aliphatic structures.
Further specification might involve the abundance of phenolic or ketone-like
functionality in these fractions. The relative importance of sulfur and nitrogen
functionalities can also be specified. In the context of this chapter, the important
consideration is the relative abundance of functionalities that can be expected to
be involved in reversible redox chemistry.

An additional aspect of NOM structure, ignored in most analytical
investigations of NOM, is the state of complexation and/or chelation of NOM
moieties with dissolved metal ions. NOM/metal ion complexes and/or chelates
have been known and studied for decades (19–21), and represent an important
component of many natural NOM samples. Complexation reactions have
repeatedly been shown to primarily involve substituted aromatic constituents of
NOM (19, 22–24). As will be shown in the section on “Redox-Active NOM
Constituents”, these also are the NOM components thought to be most directly
involved in redox transformations. Thus, the presence of metal complexes can be
a critical structural feature in considerations of NOM redox chemistry.

Clearly, detailed information about the total functional group composition of
a given NOM sample is beyond the capabilities of many analytical laboratories.
One can knowwith reasonable assurance that certain functional groups are present,
and that carbon-oxygen bonds dominate the functional group composition.
In addition, several relatively facile laboratory procedures can provide useful
information about important structural features of a given sample.

A procedure that can provide useful information about relative amounts of
carboxylic and phenolic functional groups is a simple pH titration (25). Here,
the sample is adjusted to pH ≈ 2 and subsequently titrated with a standard base
solution. Titration to a pH of 7 deprotonates essentially all of the carboxylic acids
in the sample. Further titration to a pH of 10 deprotonates the phenolic constituents
in the sample. Normalization of these titrations to the organic carbon content
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gives a reliable indication of the relative amounts of carboxylate and phenolic
moieties, for example, in moles of COOH per mole of carbon. Because the DOC
concentrations of natural water samples are low, varying from <80 micromolar
carbon for seawater to several millimolar carbon for certain surface waters or
sediment pore waters, there is a serious limitation in the possible precision of such
titrations (26). In addition, the accuracy of the procedure is limited somewhat by
a slight overlap in pKa values of phenols and carboxylic acids in NOM. Use of
spectrophotometric titrations can alleviate some of this difficulty (26).

A second procedure is designed to give a relative indication of the aromatic
contents of natural organic matter samples. The technique measures the specific
ultraviolet absorption (SUVA) of a water sample, defined as the absorbance (1.0
cm cell) of the sample at 254 nm (or some other specified ultraviolet wavelength)
divided by the organic carbon content of the sample in mg/L (27). The method
is not reliable in the presence of substantial concentrations of transition metals,
especially iron, or nitrogen compounds such as amino acids, nitrate or nitrite.

A third relatively simple procedure is the measurement of the intensities of
infrared absorption bands by diffuse reflectance Fourier-transformed infrared
spectroscopy (FTIR) (28). Though conceptually simple, caution must be used in
the application of FTIR to NOM samples, as many of the observed peaks have
pronounced pH dependence. However, at circumneutral pH values absorption
at a characteristic wave number of 1725 cm-1 can be ascribed to C=O stretch of
COOH and at 1620 cm-1 to aromatic C=C stretch/asymmetric –COO- stretch. An
absorption peak/shoulder at 1270 cm-1 is due to C–OH stretch of phenolic –OH.
Finally, absorption in the range of 1050 – 1200 cm-1 is due to mostly aliphatic
–OH typical for carbohydrates. Infrared spectra of several NOM samples are
shown in Fig. 1 (29) to illustrate that differences among NOM samples are clearly
revealed by these IR spectra. The utility of such measurements in terms of redox
chemistry will be discussed below.

Finally, fluorescence spectroscopic measurements have been proposed to be
useful in assessing the redox properties of NOM. This also will be discussed in
more detail in the section on “Predicting NOM Redox Activity”.

Redox-Active NOM Constituents

It is important at this point to distinguish among several possible modes
of participation of NOM in redox chemistry. It is of course true, that powerful
oxidants can virtually destroy NOM and render it into simple inorganic oxides
or small organic acids. We are not concerned here with these reactions, as the
remarkable characteristic of the participation of NOM in aquatic redox reactions
is their reversibility. So, we will limit our discussion to moieties in NOM that
can reasonably be expected to participate in reversible redox reactions. Another
limitation is that we are generally not interested in redox processes that occur
outside of the limits of stability of water itself. In terms of oxidation/reduction
potential, this means that we are interested in the electron potentials, expressed as
EH, in the range (at 298 K):
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where [O2] is the partial pressure of dissolved oxygen in atmospheres (29). Note
that kinetic constraints sometimes allow redox couples to be significant even
though they are outside of this range of thermodynamic stability for water.

These constraints limit the nature of the reversible redox reactions that can
be expected with NOM as an oxidant or reductant. For example, a redox couple
consisting of an aliphatic ketone and the corresponding alcohol cannot be expected
to be part of the aquatic redox chemistry of NOM. So, what are the functional
groups within NOM that can be involved in redox chemistry? As is discussed in
detail below, the most widely accepted group of reversible redox-active moieties
in NOM are quinones or quinone-like moieties. Fig. 2 illustrates the structures of
some example quinones and an example of the reduced forms.

Figure 1. FTIR spectra of selected DOM samples. FTIR absorption intensity at
1725 cm-1 is ascribed to C=O stretch in COOH, 1620 cm-1 to aromatic C=C

stretch, 1270 cm-1 to C–OH stretch of phenolic C, and 1150 cm-1 to C–OH stretch
of aliphatic OH (29).
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Figure 2. Structures of some quinones.

It is important to note that none of these molecules has been shown to be
present in NOM. The structures are shown as examples only. There can be a
considerable number of structural features imbedded within NOM molecules that
exhibit quinone-like redox behavior, and redox transformations of these moieties
can span a wide range of accessible electron potentials. The presence of a one-
electron transfer reaction to semiquinone-type free radical intermediates further
enhances the possible roles of such moieties in reversible redox transformations
of NOM (Fig. 3).

Figure 3. Structural diagram showing the redox reaction of a quinone, through
the free-radical semiquinone intermediate to the fully reduced hydroquinone.

The presence of free radicals in NOM samples has been verified many times
(recently, e.g. (30)). This reference reports the use of electron paramagnetic
resonance (EPR) to show the presence of semiquinone-type radicals in aquatic
NOM, along with smaller concentrations of carbon-centered “aromatic” radicals.
At alkaline pH values, the semiquinone-type radicals dominate. Organic radical
concentrations in NOM adjusted to pH 6.5 before freeze-drying are related to iron
and aluminum contents.
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Ultraviolet and visible irradiation of solid NOM can lead to more than
a 10-fold increase of the concentration of organic radicals. The radicals are
long-lived and have the same EPR properties as the original radicals. Similar
effects were not observed with isolated humic- and fulvic acids, demonstrating
the limited relationships of the environmental properties of these isolates to the
original NOM in the samples (30). The roles of quinone-like free radicals in
electron transfer reactions involving microorganisms also have been established
(31). The importance of quinone-like molecules in the redox chemistry of natural
organic matter is further discussed in elsewhere in this volume (32, 33).

The discussion above illustrates that one of the most important “moieties” in
the determination of NOM redox properties is the proton. The effects of pH on
the properties of NOM, including metal chelation, molecular aggregation, optical
properties and redox behavior, cannot be underestimated. Reference to almost any
of the articles cited in the remainder of this chapter illustrates this importance. As
one can infer from the data presented in reference (30), also cited above, redox
activity of NOM generally increases with increasing pH (see also (34)).

Consideration of other possible moieties in NOM that are involved in
reversible redox activity does not reveal many obvious choices. Among the
most abundant structural features in NOM, only oxygen-containing structures
are relevant. There are only a few literature references that report NOM redox
activity that is not ascribed to aromatic, oxygenated moieties such as quinone-like
or phenolic structures, and none that associate structures to such activity (30, 35).

There are, however, some less common and less well investigated
possibilities. In particular, sulfur species may be important in certain
environments. Aqueous sulfide is known to form addition products with phenolic
compounds (36) and fulvic acids (34), and these have been shown to be important
in redox reactions of quinones (37) and fulvic acids (38). In addition, bisulfide
linkages similar to those present in certain amino acids have been shown to
reduce NOM (39) and also be minor constituents of native NOM samples. The
possibility of redox activity by other sulfur-containing species in NOM cannot be
discounted, but has not been investigated to any significant extent (40).

The possibility of redox activity by nitrogen-containing species, separate
from aromatic nitrogen in quinone-like structures, cannot be eliminated, though
there seem to be few likely candidates. Solid-state 13C and 15N NMR evidence
shows that heterocyclic nitrogen moieties are present as very low fractions of
the N content of NOM (41). Amines and amides are other possibilities, but their
lability under environmental conditions has led some researchers to question their
sustained presence in NOM. In any case, considerable disagreement seems to be
present as to the dominant structural characteristics of nitrogen-containing NOM
groups. A recent review (42) states that existing evidence supports amide N as the
dominant chemical form of N in NOM, and that free amino acids are present as
well. Heterocyclic N is a less significant contributor. Amide groups within NOM,
which can have a net positive charge, whereas NOM has a net negative charge
under typical environmental pH conditions (43), may have important impacts on
NOMmolecular conformation, interaction with mineral surfaces, and retention of
nutrients or contaminants (44). However, little or no research has been reported
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as to the possible involvement of nitrogen-containing functional groups in the
reversible redox chemistry of NOM.

Finally, the role of metal-organic species in NOM redox reactivity must be
considered. As indicated above, metal complexation and chelation are important
aspects of NOM chemistry. It is unreasonable to expect that the presence of redox-
active metals such as iron within the structure of NOM molecules will not affect
the redox properties of the system. Considerable research has confirmed that
metal ions, particularly iron(II) and iron(III), have a strong influence on the redox
chemistry of NOM. It is beyond the scope of this chapter to discuss the detailed
nature of these effects, and the reader is referred to the considerable literature on
this subject (see for example, (45–48)).

Redox Chemistry of NOM

The role of NOM in aquatic redox chemistry has most often been described in
terms of its ability to act as an electron transfer mediator (32). Reduced NOM can
be oxidized by the transfer of electrons to an electron acceptor and then be reduced
again by a more abundant electron donor in the system. The details of this role are
discussed in following chapters of this book (32, 33), and need not be described
here. One of the important variables to be quantified in assessing the ability of
NOM to be involved in redox transformations is its capacity to accept (EAC) or
donate (EDC) electrons in reversible reactions. Samples of NOM differ on their
carbon normalized EACs and EDCs, depending upon the details of the chemical
make-up of the NOM samples; that is, NOM has redox properties that depend on
the source and history of the sample. Details as to the sources and causes of these
variations in NOM properties are not well understood.

One problemwith investigations of NOM redox chemistry is that the literature
associated with determination of EACs and EDCs of NOM suffers from a lack of
consistency in the terminology used to describe redox capacities and the methods
used to measure them. In general, procedures to measure redox capacity involve
the determination of the extent of reduction or oxidation of an external electron
donating species and/or the reduction of an electron accepting species. That is:

Measurements of the consumption of electron donating or electron-accepting
species can then be used to determine the capacity of the NOM sample to mediate
redox reactions. There are several inherent conceptual difficulties with these
important experiments. In principle, NOM can exist in a continuum of redox
states within a range of redox potential (33), so discussion of oxidized or reduced
NOM samples must be placed within a well-defined regime of redox potentials
and system compositions. Within this range of conditions, NOM redox reactions
are reversible and NOM degradation (mineralization) is minimal. Within this
range of conditions, we can attempt to define a fully oxidized and a fully reduced
state of NOM.
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So, what is oxidized NOM? How can this state be described? The relevance
of this question is perhaps most clearly illustrated by the fact that, for certain
reactions, NOM samples that have been continuously exposed to light and
atmospheric oxygen for long periods retain the ability to reduce certain species,
for example As(V) (49, 50). Also, reaction of chemically reduced NOM with
atmospheric oxygen and light for long periods does not remove the ability of
the NOM to reduce iron(III) associated with the NOM molecules (51). Though
redox stability in the presence of dioxygen is well known, this kinetic stability of
reducing power under environmental conditions is rather remarkable. The causes
and NOM structural features involved in this kinetic stability are unknown.

What is reduced NOM? Does the redox state of reduced NOM depend upon
whether the sample was reduced abiotically or by microbial processes? What
reactions and/or reagents should be used to determine redox capacities (the carbon-
normalized number of moles of electrons to take an NOM sample from a fully
oxidized to a fully reduced state)? The results clearly will depend on the redox
potential of the chemical (or electrochemical) agent chosen to reduce the sample.
These questions should be answered in a generally accepted manner in order to
develop a comprehensive understanding of the redox capacities of NOM samples
and the structural differences that cause observed differences.

To illustrate this confusion, consider the following. The amount (moles) of
electrons transferred to an added oxidant by an unmodified NOM sample has been
called “oxidation capacity” by Struyk and Sposito (52). Kappler et al. (53) used
the name “reducing capacity” to describe the same process and “total reducing
capacity” to describe electrons transferred to an oxidant from a chemically reduced
NOM sample. Chen et al. (54) defined “oxidation capacity” to describe reaction
of both microbially-reduced and non-reduced NOM samples.

Peretyazhko and Sposito (55) have recently proposed a unified nomenclature
and a unified chemical approach to the determination of NOM redox capacities.
They propose the generic term, “Reducing Capacity”, to define the moles of
electron charge per mole of carbon transferred by a NOM sample to an added
oxidant, as observed over laboratory timescales. As special cases, they propose
three new definitions: native reducing capacity (NRC) for samples with no
reduction pretreatment in the laboratory; chemical reducing capacity (CRC) for
samples that have been completely reduced chemically; and microbial reducing
capacity (MRC) samples that have been completely reduced microbially.

They further proposed that chemical reduction be defined as reduction in the
laboratory by gaseous hydrogen over a Pd/carbon catalyst. Microbial reduction
capacity is assessed using an indigenous population of soil microorganisms,
following the approach of Nevin and Lovley (56) and Kappler et al. (53), which
is standard practice in studies of reductive transformations in natural soils (57).
The reactions with oxidants were suggested to be standardized to the use of ferric
citrate as the oxidant, by which the moles of reduction are measured as the moles
of ferrous citrate produced. Using such standardized techniques, it is possible
(at a given pH value) to determine the reduction capacities, and the native redox
state of NOM samples in a well-defined manner, permitting comparison of NOM
reducing capacities with structural parameters and with environmental conditions.
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It is notable that recent experiments have been reported that provide an even
more unambiguous method to measure electron donating and accepting capacities
on NOM. It is somewhat obvious that the conceptually ideal method of measuring
electron-accepting capacities is to directly use electrons for such measurements.
Such a method has recently been reported by Aeschbacher et al. (58) and this
method promises to provide new insights into the redox chemistry of NOM.
This method, which uses straight-forward electrochemical techniques with added
electron transfer mediators, can provide definitions of the electron accepting and
electron donating capacities of NOM samples without the ambiguities associated
with the choices of the reduction or oxidation agents employed in other techniques.
It is, however, not a simple method, either conceptually or in terms of equipment
and expertise required. It is our opinion that this technique, and developments
that will almost certainly result from its application and improvement, represents
a breakthrough in our ability to understand in detail the factors that control the
redox chemistry of NOM. However, it will not replace the simple techniques
described herein for routine, semi-quantitative techniques for estimation of NOM
redox capacities that are usable in less well-equipped laboratories and in field
analyses. It will also be limited to the types of information that can be provided
by electrochemical titrations, as compared to spectrophotometric techniques.

Predicting NOM Redox Activity

We have now discussed in some detail the general nature of the chemistry
of NOM, including the chemical structures that are important to redox chemistry.
We also have detailed methods to define and determine the redox capacities (or
reduction capacities, as suggested above) of different NOM samples. It would
be helpful at this point if one could describe some reasonably accurate methods
to predict the relative redox properties of NOM samples based on comparatively
simple and straightforward observations and/or laboratory procedures.

The first helpful consideration is the origin of the NOM sample. As indicated
near the beginning of this chapter, the origins of aquatic NOM include the
decay products of senescent plant and microbial material. There is a commonly
applied distinction among aquatic NOM samples relating to whether the NOM
originates primarily from processes within the aqueous system under investigation
(autochthonous NOM, (59)) or from sources within the catchment of the water
body but not within the water body (allochthonous NOM, (60)). In fact, these
distinctions are important to redox chemistry. To the extent that autochthonous
NOM is derived primarily from microbial or non-woody aquatic plants (not
containing lignin), and to the extent that it is not from an environment that
has never been exposed to degradation processes that remove labile organic
constituents such as amino acids, it contains much lower amounts of aromatic
(vs. aliphatic) constituents and, therefore, has a much lower carbon-normalized
reducing capacity (61). Allochthonous NOM, on the other hand, is dominated
by the breakdown of woody plants and has a much higher aromatic content (60).
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Allochthonous NOM is, therefore, much more redox active than autochthonous
NOM (51).

The more aliphatic nature of autochthonous NOM means that it has a higher
content of carboxylic protons relative to phenolic protons, suggesting that pH
titrations, or spectrophotometric pH titrations (26) may provide indicators of redox
activity. Samples with relatively low contents of phenolic vs. carboxylic protons
can be expected to have relatively lower redox capacities. Thus one rather simple
indicator of the relative redox capacities of NOM is the pH titration described
earlier in this chapter.

Another possible indicator of redox activity is specific ultraviolet absorption
(SUVA). This property is easily measured, as also described earlier in this chapter.
In the absence of significant concentrations of iron, nitrate, nitrite or high levels of
amino acids, NOM SUVA values reflect the relative content of aromatic moieties
in the sample. This suggests a relationship between SUVA values and NOM redox
activity, which is supported by some studies of NOM-mediated properties (29, 34)
but not others (62). Other spectral properties can be added to SUVA for a more
comprehensive picture, but SUVA alone can often be helpful.

Infrared spectra also have been shown to have utility in the determination of
NOM redox capacities. Blodau et al. (29) have recently shown that the ratios of
the intensities of either the 1725, the 1620 or the 1270 cm-1 FTIR peaks to the
intensity of the peak at 1150 cm-1 (see Fig. 1) correlate reasonably well with the
variable EACs of NOM samples.

Finally, there has been a considerable amount of attention in the literature
to the potential use of fluorescence spectroscopy to characterize NOM samples
(63, 64), especially to distinguish among allochthonous and autochthonous
characteristics of NOM (65, 66). This is made possible by the fluorescence
of certain amino acids (e.g. tryptophan and tyrosine) that are residuals in
autochthonous NOM sources. In addition, fluorescence spectroscopy can be
useful to qualitatively differentiate not only NOM components of samples from
varying origins, but also NOM subcomponents with varying compositions and
functional properties. For example, polyphenolic-rich NOM fractions exhibit a
much more intense fluorescence and a red shift of peak position in comparison to
carbohydrate-rich NOM fractions (67).

More relevant to this chapter, several recent publications have reported an
ability of statistical analyses of excitation emission matrixes (EEMs) produced
from fluorescence spectroscopy to assess the redox state of NOM samples
(68–72). These studies employed parallel factor analysis (PARAFAC) to resolve
3-dimensional fluorescence spectra (fluorescence intensity recorded over a range
of emission and excitation wavelengths) into components that may represent
fluorophores, or in complex mixtures such as NOM, may be “approximations of
the effects of other local processes (quenching or intra molecular charge transfer)
occurring” ((73), p. 574).

Miller et al. (68) presented a reducing index (RI), which is a metric calculated
from the loadings of reduced and oxidized quinone-like components identified
from the 13-component parallel factor analysis (PARAFAC) model of Cory and
McKnight (70). Specifically, RI is a ratio of several PARAFAC components that
were assigned to quinone-like NOM moieties: the sum of four reduced (one
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hydroquinone-like, HQ, and three semi-quinone-like, SQ1, 2, and 3) components
to the sum of the loadings of the four reduced and three oxidized (quinone-like,
Q1, 2, and 3) components identified using the PARAFAC model (68). Several
recent publications have indicated variations in RI attributed to seasonal and
source variations in DOM (68, 69, 74).

In contrast, Macalady and Walton-Day (75) showed that induced redox
changes in NOM samples had no substantial effect on RI values, and concluded
that the identification of reduced and oxidized quinone-like components in the
PARAFACmodel was questionable. These results are consistent with conclusions
reported in another recent study that showed little change in fluorescence under
electrochemical reduction and aerobic re-oxidation of a humic substance (76).
They are also consistent with results from a third study that found optical
properties of a suite of structurally diverse quinones/hydroquinones that are not
compatible with the PARAFAC assignments of Cory and McKnight, and that
large optical changes observed under borohydride reduction could not be assigned
to quinones (77).

Miller et al. (78) suggested that inner filter effects caused by using samples
having absorbance at 254 nm (A254) between 0.3 and 1.0 absorbance units might
have obscured changes in the redox signature of the fluorescence spectra reported
by Macalady and Walton-Day (75). To address this question of whether highly
absorbing samples caused inner filter effects that obscured the redox signature
of oxidized and reduced quinone-like components in the Macalady and Walton-
Day study (75), we assessed the reducing index of samples having a range of
A254 values between 0.2 and 0.7 absorbance units, and also conducted a series
of redox experiments on samples having initial A254 values less than or equal to
0.3 absorbance units.

The experiments utilized four samples: two natural NOMsamples collected as
grab samples from the Black River in Michigan (location: 46.45121 N, 87.95093
W) on June 10 and October 27, 2010, and two extracts of black walnut husks
created by soaking crushed walnut husks in deionized water for 10 weeks at 4
degrees C and then decanting the extract. Walnut husks are rich in juglone (5-
hydroxynapthoquinone), a natural quinone (79). For the redox experiments, the
NOM samples were first diluted to DOC concentrations such that A254 values
were 0.3 absorbance units or less. These samples were then subjected to oxidation
or reduction experiments designed to produce fully oxidized or reduced NOM.
For oxidation, the samples were exposed in open containers to mid-day sunlight
(in Golden, Colorado in early-March 2011) for periods of 4-9 hours (80, 81). Two
methods of reduction were used. In the first, de-oxygenated samples were exposed
to metallic zinc for 24-48 hours (29, 75), and were filtered and maintained under
anaerobic conditions prior to UV-visible spectral and fluorescence analysis. In the
second, 50-mL samples were spiked with approximately 1.0 g of either Pt/graphite
or Pd/alumina catalyst and sparged with gaseous H2 for 1-2 hours (53, 82). These
samples were maintained under the resulting H2 atmosphere prior to filtration and
UV-spectral and fluorescence analyses, which were performed on samples placed
in sealed cuvettes for the appropriate spectral analysis in a glove box under an
atmosphere of 5% H2 in N2.
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Table 1. Sample type, dilution, redox treatment, reducing index (RI) and
absorbance at 254 nm (A254) for Black River and Walnut Husk Extract

samples

Three-dimensional fluorescence spectra (emission wavelength, excitation
wavelength, and fluorescence intensity in Raman Units) were obtained on a
Fluoromax 4 (Horiba Jobin Yvon, Edison, NJ). Data were corrected for excitation
and emission, were normalized to the area under the Raman curve, and a common
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inner filter correction was applied consistent with the methods of Cory and
McKnight (70) and Macalady and Walton-Day (75). Corrected data were fitted
to the Cory and McKnight (70) PARAFAC model by Kate Murphy, University
of New South Wales. A set of samples (where data and correction factors were
generated using a Fluoromax 3) that had been previously fitted to the Cory and
McKnight model was included with these new samples and the model fits were
identical, indicating consistency with previous data presented in Macalady and
Walton-Day (75). Proportions of component loads were calculated by dividing
the loading of each component by the sum of all component loadings. For a
few samples, there were negative loadings for some of the components of the
model. These negative loadings were excluded from the sums of loadings used to
calculate the proportion of each component to the total load. As shown in Table
1, RI was calculated using the raw data and the new RI was calculated using the
sum of component loadings that excluded negative component loadings.

Although a detailed discussion of the results of these experiments is
beyond the scope of this chapter, the following limited discussion is presented.
It proceeds under the assumption that the assignment of certain PARAFAC
components to oxidized or reduced quinone-like moieties is correct. Recent
research (76, 77), in addition to the work of Macalady and Walton-Day (75),
strongly suggests that these assignments of statistical components to quinone-like
moieties is questionable. As shown below, our current results generally support
this conclusion. We use the component assignments of Cory and McKnight (70)
in this discussion: components C2 (Q2), C11 (Q1) and C12 (Q3) are assigned
to fully oxidized quinone-like components; C5 (SQ1), C7 (SQ2) and C9 (SQ3)
are assigned to semi-quinone-like components; and C4 (HG) to fully reduced
hydroquinone-like components.

The results of these experiments are summarized in Table 1 and Figs. 4 and
5. First, the results shown in Table 1 establish that, for these samples, increases
in UV absorbance at 254 nm (A254) have no substantial effect on the calculated
RI values for these samples. In these trials, A254 values between 0.22 and 0.67
were observed in dilutions of untreated samples without changes in calculated RI
values, so inner-filter effects did not have an appreciable effect on RI values and
cannot be used as an explanation to negate the effects of sample treatments on RI
values.

The Black River samples came from a small, shallow stream that is expected
to be saturated or nearly saturated with O2. The samples were not stored in an
oxygen-free condition prior to analyses. It is, therefore, quite unexpected to find
a model prediction that shows about 70% of the quinone-like moieties in semi-
reduced or fully reduced forms. Exposure to very oxidizing conditions (open,
shallow dishes exposed to bright sunlight) did indicate very slight decreases in the
calculated RI (oxidation), but, not nearly so dramatic as those reported by Miller
et al. (68) for winter to summer changes in RI values (changes from 0.5 to 0.3).
The slight changes in RI are explained in the Black River June samples by a slight
increase (up to 2 percent) in the C11Q1 and C12Q3 oxidized components and a
slight decrease (up to one percent) in the C5SQ1 and C7SQ2 semi-quinone-like
components, and in the Black River October samples by a slight increase (up to 2
percent) in the C11Q1 oxidized components and a slight decrease (up to 3 percent)
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in the C5SQ1 and C7SQ2 semi-quinone-like components, which is consistent with
oxidation of a semi-quinone-like component to a quinone-like component.

Figure 4. Stacked bar graph showing proportion of each component resulting
from application of a 13-component PARAFAC model (70) to Black River and
Walnut extract samples. Gray bars represent oxidized quinone-like components
(Q1-Q3). Reduced quinone-like (semi (SQ1-SQ3)- and hydro-quinone(HQ))

components have hatched patterns and occur above the quinone-like components.
Bar labels on x-axis indicate UV absorbance (A) at 254 nm and redox treatment

applied to sample, where applicable.

However, as Fig. 4 illustrates, there were no concomitant decreases in the
fully reduced quinone component. Furthermore, extreme reduction with H2 and a
noble metal catalyst showed a dramatic decrease in the calculated RI, indicating
oxidation, not reduction. Reduction with zinc metal produced a calculated RI
value that is not substantially different from the RI value before treatment. It must
be concluded that the RI calculated from this PARAFAC model of fluorescence
spectra and corresponding assignments of components to chemical moieties does
not consistently indicate the redox status of the Black River samples.

The walnut husk extracts utilized in these experiments were prepared in
brown-glass, sealed containers with little exposure to light or atmospheric oxygen.
Although the samples were not protected from atmospheric exposure during
filtration, dilution, and analyses, it might nevertheless be expected that these
samples represent a more reduced state of NOM than the Black River samples. It
is also expected that the walnut-husk extracts should be much richer in quinone
and quinone-like components, because walnut husks are known to be rich in the
water-soluble, substituted naphthoquinone, juglone (79).
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Figure 5. Corrected EEMs for (a) Walnut Husk Extract 1, untreated; (b) Walnut
Husk Extract 1, Zn reduced, and (c) Walnut Husk Extract 1, H2 reduced. Color

scales indicate fluorescence intensity scale in Raman units.

In fact, one of the PARAFAC components for the untreated walnut-husk-
extract samples, C7, which is identified as originating from semi-quinone-like
moieties, is shown to be substantially enriched compared to the Black River
samples (Fig. 4), in support of the conjecture that this component, C7, may be
associated with quinone-like moieties. Also, the total proportion of quinones as
measured by the sum of the 7 quinone-like components is slightly enriched in the
walnut husk samples relative to the Black River samples (Table 1) supporting
the idea that there are more quinones in the walnut husk samples. In addition,
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the RI values calculated for the untreated walnut-husk extracts are about 10%
higher (Table 1) than those for the untreated Black River samples, supporting the
expectation that these untreated samples were in a more reduced state than the
untreated Black River samples.

However, these results from a cursory comparison of the EEMs for the Black
River samples compared to the walnut samples, while first appearing to provide
some support for the assignments of the components in the PARAFACmodel (70),
are not consistent with the results for oxygenated and reduced walnut-husk-extract
samples. For the walnut samples, reduction by zinc or hydrogen reduced the
calculated RI, indicating that oxidation, not reduction had occurred (Table 1).

EEMs (see online version for color figures) for untreated, zinc-reduced and
hydrogen reduced walnut husk extract 1samples are shown in Fig. 5. The first
impression is that these spectra are strikingly different from one another. So there
is no question that these samples are chemically different. Yet the RI’s calculated
from the PARAFAC model of these EEMs show oxidation, not reduction (Table
1). It is notable that, for the zinc-treated sample, the EEMs show a slight change
in shape and size of the peak in the protein (83) region (~Emission 340, Excitation
280) and the hydrogen-treated sample shows a blue shift of the two other major
peaks. This blue shift with hydrogen reduction is consistent with fluorescence of
samples occurring with borohydride reduction as reported by Ma and others (77).

Exposure to sunlight and O2, which should have a dramatic oxidation effect
if the samples start out in a reduced state, showed no substantial change in the
calculated RI values. Thus, the walnut data also support the conclusions of
Macalady and Walton-Day (75) and Ma et al. (77). These are that the PARAFAC
model of Cory and McKnight (70) and their subsequent assignment of certain
components to quinone-like moieties within NOM samples does not provide a
reliable representation of NOM redox chemistry.

There are several possible explanations for these difficulties with the model
assignments. Two categories of explanations are discussed briefly here. The first
is the possibility that the model itself does not provide an accurate representation
of the three-dimensional data in the EEMs spectra of these samples. Indeed,
some studies have advised caution applying existing PARAFAC models to new
datasets (73, 84, 85). First, the fact that the model was forced to provide negative
values for the component loadings for some components and samples indicates
problems with fitting the data to the model. Negative loadings, of course, have no
chemical or physical significance. Also, although the residuals calculated for the
goodness of fit of the data to the model were low (less than or equal to 10% of the
fluorescence intensity, which is the same criterion used to judge good fit in other
studies, e.g. (71, 74)), non random structure observed within the model residuals
indicated that the model did not provide an acceptable fit to the fluorescence data
(73) (Kate Murphy, University of New South Wales, written communication,
2011).

Finally, the new data set was generated using a Fluoromax 4, and the Cory and
McKnight model (70) was built using data generated on a Fluoromax 3. Although
correction techniques applied to each dataset were consistent with manufacturer’s
recommendations and between data sets, there may be data biases related to the
use of different instruments and laboratory procedures (86, 87) that caused some
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of the observed lack of fit of our data with the Cory and McKnight PARAFAC
model (70). These observations suggest that a different PARAFAC model for
interpretation of EEMs spectral patterns built using these samples may provide
the information we seek with respect to the chemical features of NOM samples.

The second category of explanation relates to ambiguities in the assignment
of PARAFAC components to individual types of chemical species within the
NOM sample. Here, we are suggesting that even if an appropriate PARAFAC
model is available, assigning individual components to a specific chemical analyte
is highly problematic. In this study, there are at least two alternative possibilities.
The first is that the assignments of certain components to certain moieties within
the system of quinone-like species is merely mixed up. The wrong components
are assigned to one or more of the relevant species. If this is the case, then
the model can be modified to provide the information we seek. For instance,
inspection of Figure 4 shows that in the walnut husk extract 2 sample, component
C6 increases with photochemical oxidation as component C7 decreases indicating
that relative proportions of these two components are changing with oxidation and
suggesting that these two components may represent redox-active constituents
within the NOM. Is C6 the oxidized equivalent of C7? This might prove to be
an avenue for additional investigation, but is not supported at this time. Indeed,
Murphy et al. ((84), p. 2915) conclude that, PARAFAC spectra from OM
(organic matter) data sets describe, “the probabilistic distribution of an ensemble
of individual spectra belonging to a range of spectrally similar chemical moieties
from a range of sources, rather than exact chemical spectra”.

If, on the other hand, the fluorescence of one or more of the quinone-like
moieties is very weak or otherwise swamped by the fluorescence of unrelated
NOM chemical constituents and cannot be isolated from the overall EEMs pattern,
then there is little or no hope of providing a means by which a meaningful index
can be obtained from fluorescence data to indicate the redox state of quinone-like
constituents in NOM samples. Unfortunately, this latter explanation is likely the
correct one, as available data indicate that fluorescence of quinone moieties is far
too weak to be isolated in fluorescence spectra of NOM samples (77, 88).

Summary

Natural organic matter has been described in terms of its origins, operationally
defined fractions and chemical composition. It is an inherently complex group
of polyfunctional organic acids with composition that reflects its botanic and
microbial origins and geochemical history. Aquatic NOM, the only form discussed
in this chapter, refers to NOM that remains in solution in aqueous systems and
has a ubiquitous presence in all natural waters. The oxidation/reduction, or redox,
chemistry of aquatic NOM is especially interesting because of its reversibility and
its potential participation in a wide range of environmental processes, from action
as a mediator of redox reactions of pollutant organics to participation in electron
transfer processes in microbial processes. Discussions of aquatic NOM chemistry
are hampered somewhat by its chemical diversity, and also by its tendency
to exhibit properties that depend significantly on sample origins and history.
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Analytical determinations of chemical structures that represent the composition
of aquatic NOM are generally unsatisfactory in terms of their completeness and
ability to predict the relative behaviors of NOM samples in a given geochemical
process.

The chemical structures within NOM that are active in environmental redox
reactions are not completely quantified, though a major role of quinone-like
structures is well established. Theminor presencewithin NOMunder predominant
oxic conditions of incompletely oxidized moieties has been verified, but the
structures responsible for this activity are unknown.

The redox activity of NOM is described in terms of its redox capacity, the
carbon-normalized ability to accept or donate electrons, and its redox state,
the relative proportions of oxidized and reduced redox-active components
within the NOM system. The redox capacity of an NOM sample is related in a
semi-quantitative way to its aromatic character (SUVA) and pH. Fourier-transform
infrared spectroscopy has also been used to quantify the relative amounts of
redox-active components in NOM samples. The redox capacity of NOM can
be determined in a variety of ways, including redox titrations with a variety of
oxidants and reductants, including direct electrochemical titration. Standardized
methods for such procedures have not been developed, but progress has been
made.

The redox state of an NOM sample refers to the relative extent that the
redox-active functional groups are oxidized or reduced. Electrochemical titration
is a recently developed method that shows promise as a standard method to
determine the relative redox states of NOM samples (58, 76). A recently
proposed method for assessing the redox state of NOM samples which involves
projecting 3-dimensional UV-visible fluorescence spectra of NOM samples
upon a previously derived 13-component PARAFAC model has been evaluated
experimentally. The observed failure of the method to consistently predict the
redox state of our NOM samples may be due to a number of potential factors,
including inadequacies in the original model and/or the fact the that model does
not apply widely. Another possibility is that the underlying hypothesis that
the redox state of quinones in NOM samples leads to predictable changes in
fluorescence, is flawed. Thus, while there may be changes in EEMs of NOM
samples that are associated with reversible changes in the redox status of the
sample, current models are clearly incapable of exploiting these changes to
enable understanding of the redox status. There is continuing discussion about
the application of fluorescence to understanding the redox state of NOM samples,
and new developments may bring new insights. The application of PARAFAC
to this question would benefit from consistent and rigorous application of the
technique as recommended in Stedmon and Bro (73) and Murphy et al. (87).

Acknowledgments

The authors gratefully acknowledge the assistance and manuscript review
provided by Kate Murphy. Additional helpful reviews were provided by Neil
Blough, Tony Ranalli, and four anonymous reviewers. Sara Gonzalez assisted

104

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



compiling and formatting references. Any use of trade, firm, or product names
is for descriptive purposes only and does not imply endorsement by the U.S.
Government.

References

1. MacCarthy, P. The principles of humic substances. Soil Sci. 2001, 166,
738–751.

2. Eaton, A. D., Clesceri, L. S., Greenberg, A. E., Eds. Humic Substances in
Soil, Sediment, and Water: Geochemistry, Isolation and Characterization;
John Wiley and Sons: New York, 1985.

3. Leenheer, J. A. Comprehensive approach to preparative isolation and
fractionation of dissolved organic carbon from natural waters and
wastewaters. Environ. Sci. Technol. 1981, 15, 578–587.

4. Eaton, A. D., Clesceri, L. S., Greenberg, A. E., Eds. StandardMethods for the
Examination of Water and Wastewater; American Public Health Association:
Washington, DC, 1995.

5. Dittmar, T.; Koch, B.; Hertkorn, N.; Kattner, G. A simple and efficient
method for the solid-phase extraction of dissolved organic matter
(SPE-DOM) from seawater. Limnol. Oceanogr.: Methods 2008, 6, 230–235.

6. Everett, C. R.; Chin, Y. P.; Aiken, G. R. High-pressure size exclusion
chromatography analysis of dissolved organic matter isolated by
tangential-flow ultra filtration. Limnol. Oceanogr. 1999, 44, 1316–1322.

7. Benner, R.; Biddanda, B.; Black, B.; McCarthy, M. Abundance, size
distribution, and stable carbon and nitrogen isotopic compositions of marine
organic matter isolated by tangential-flow ultrafiltration. Mar. Chem. 1997,
57, 243–263.

8. Koprivnjak, J. F.; Perdue, E. M.; Pfromm, P. H. Coupling reverse osmosis
with electrodialysis to isolate natural organic matter from fresh waters. Water
Res. 2006, 40, 3385–3392.

9. Thurman, E. M.Organic Geochemistry of Natural Waters; Nijhoff, M.; Junk,
W.: Dordrecht, Netherlands, 1985.

10. Rice, J. A.; MacCarthy, P. Statistical evaluation of the elemental composition
of humic substances. Org. Geochem. 1991, 17, 635–648.

11. Reckhow, D. A.; Singer, P. C.; Malcolm, R. L. Chlorination of humic
materials: Byproduct formation and chemical interpretation. Environ. Sci.
Technol. 1990, 24, 1655–1664.

12. Fimmen, R. L.; Cory, R. M.; Chin, Y. P.; Trouts, T. D.; McKnight, D. M.
Probing the oxidation-reduction properties of terrestrially and microbially
derived dissolved organic matter. Geochim. Cosmochim. Acta 2007, 71,
3003–3015.

13. Abbt-Braun, G.; Lankes, U.; Frimmel, F. H. Structural characterization of
aquatic humic substances: The need for a multiple method approach. Aquat.
Sci. 2004, 66, 151–170.

105

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



14. Truong, H.; Lomnicki, S.; Dellinger, B. Potential for misidentification of
environmentally persistent free radicals as molecular pollutants in particulate
matter. Environ. Sci. Technol. 2010, 44, 1933–1939.

15. Fiorentino, G.; Spaccini, R.; Piccolo, A. Separation of molecular constituents
from a humic acid by solid-phase extraction following a transesterification
reaction. Talanta 2006, 68, 1135–1142.

16. Lehmann, J.; Solomon, D.; Brandes, J.; Fleckenstein, H.; Jacobsen, C.;
Thieme, J. Synchrotron-based near-edge X-ray spectroscopy of natural
organic matter in soils and sediments. In Biophysico-Chemical Processes
Involving Natural Nonliving Organic Matter in Environmental Systems;
Senesi, N., Xing, B., Huang, P. M., Eds.; John Wiley and Sons, Inc.: New
York, 2009; pp 729−781.

17. Helal, A. A.; Murad, G. A. Characterization of different humic materials by
various analytical techniques. Arabian J. Chem. 2011, 4, 51–54.

18. Redwood, P. S.; Lead, J. R.; Harrison, R. M.; Jones, I. P.; Stoll, S.
Characterization of humic substances by environmental scanning electron
microscopy. Environ. Sci. Technol. 2005, 39, 1962–1966.

19. Macalady, D.; Ritter, K.; Redman, A.; Skold, M. Comparative
characteristics of natural organic matter in the Fortymile River, Alaska;
Professional Paper 1685; U.S. Geological Survey: Reston, VA, 2004.

20. Pandey, A. K.; Pandey, S. D.; Misra, V. Stability constants of metal-humic
acid complexes and its role in environmental detoxification. Ecotoxicol.
Environ. Saf. 2000, 47, 195–200.

21. Musani, L. J.; Valenta, P.; Nurnberg, H. W.; Konrad, Z.; Branica, M. On the
chelation of toxic trace metals by humic acid of marine origin. Estuarine
Coastal Mar. Sci. 1980, 11, 639–649.

22. Leenheer, J. A.; Brown, G. K.; Maccarthy, P.; Cabaniss, S. E. Models of
metal binding structures in fulvic acid from the Suwannee River, Georgia.
Environ. Sci. Technol. 1998, 32, 2410–2416.

23. Manceau, A.; Matynia, A. The nature of Cu bonding to natural organicmatter.
Geochim. Cosmochim. Acta 2010, 74, 2556–2580.

24. Shin, H. S.; Rhee, S. W.; Lee, B. H.; Moon, C. H. Metal binding sites and
partial structures of soil fulvic and humic acids compared: Aided by Eu(III)
luminescence spectroscopy and DEPT/QUAT 13C NMR pulse techniques.
Org. Geochem. 1996, 24, 523–529.

25. Christl, I.; Kretzschmar, R. Relating ion binding by fulvic and humic acids to
chemical composition and molecular size. 1. Proton binding. Environ. Sci.
Technol. 2001, 35, 2505–2511.

26. Janot, N.; Reiller, P. E.; Korshin, G. V.; Benedetti, M. F. Using
spectrophotometric titrations to characterize humic acid reactivity at
environmental concentrations. Environ. Sci. Technol. 2010, 44, 6782–6788.

27. Weishaar, J. L.; Aiken, G. R.; Bergamaschi, B. A.; Fram, M. S.; Fujii, R.;
Mopper, K. Evaluation of specific ultraviolet absorbance as an indicator
of the chemical composition and reactivity of dissolved organic carbon.
Environ. Sci. Technol. 2003, 37, 4702–4708.

106

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



28. Niemeyer, J.; Chen, Y.; Bollag, J. M. Characterization of humic acids,
composts, and peat by diffuse reflectance Fourier-transform infrared
spectroscopy. Soil Sci. Soc. Am. J. 1992, 56, 135–140.

29. Blodau, C.; Bauer, M.; Regenspurg, S.; Macalady, D. Electron accepting
capacity of dissolved organic matter as determined by reaction with metallic
zinc. Chem. Geol. 2009, 260, 186–195.

30. Paul, A.; Stösser, T. R.; Zehl, A.; Zwirnmann, E.; Vogt, R. D.; Steinberg, C.
E. W. Nature and abundance of organic radicals in natural organic matter:
Effect of pH and irradiation. Environ. Sci. Technol. 2006, 40, 5897–5903.

31. Scott, D. T.; McKnight, D. M.; Blunt-Harris, E. L.; Kolesar, S. E.; Lovley, D.
R. Quinone moieties act as electron acceptors in the reduction of humic
substances by humics-reducing microorganisms. Environ. Sci. Technol.
1998, 32, 2984–2989.

32. Sposito, G. Electron shuttling by natural organic matter: Twenty years after.
In Aquatic Redox Chemistry; Tratnyek, P. G., Grundl, T. J., Haderlein, S. B.,
Eds.; ACS Symposium Series; American Chemical Society: Washington,
DC, 2011; Vol. 1071, Chapter 6, pp 113−127.

33. Nurmi, J. T.; Tratnyek, P. G. Electrochemistry of natural organic matter. In
Aquatic Redox Chemistry; Tratnyek, P. G., Grundl, T. J., Haderlein, S. B.,
Eds.; ACS Symposium Series; American Chemical Society: Washington,
DC, 2011; Vol. 1071, Chapter 7, pp 129−151.

34. Dunnivant, F. M.; Schwarzenbach, R. P.; Macalady, D. L. Reduction of
substituted nitrobenzenes in aqueous solutions containing natural organic
matter. Environ. Sci. Technol. 1992, 26, 2133–2141.

35. Ratasuk, N.; Nanny, M. A. Characterization and quantification of reversible
redox sites in humic substances. Environ. Sci. Technol. 2007, 41,
7844–7850.

36. Einsiedl, F.; Mayer, B.; Schäfer, T. Evidence for incorporation of H2S in
groundwater fulvic acids from stable isotope ratios and sulfur K-edge X-ray
absorption near edge structure spectroscopy. Environ. Sci. Technol. 2008,
42, 2439–2444.

37. Perlinger, J. A.; Angst, W.; Schwarzenbach, R. P. Kinetics of the reduction
of hexachloroethane by juglone in solutions containing hydrogen sulfide.
Environ. Sci. Technol. 1996, 30, 3408–3417.

38. Guo, X.; Jans, U. Kinetics and mechanism of the degradation of methyl
parathion in aqueous hydrogen sulfide solution: Investigation of natural
organic matter effects. Environ. Sci. Technol. 2006, 40, 900–906.

39. Schwarzenbach, R. P.; Stierli, R.; Lanz, K.; Zeyer, J. Quinone and iron
porphyrin mediated reduction of nitroaromatic compounds in homogeneous
aqueous solution. Environ. Sci. Technol. 1990, 24, 1566–1574.

40. Buschmann, J.; Angst, W.; Schwarzenbach, R. P. Iron porphyrin and cysteine
mediated reduction of ten polyhalogenated methanes in homogeneous
aqueous solution: Product analyses and mechanistic considerations.
Environ. Sci. Technol. 1999, 33, 1015–1020.

41. Knicker, H. Biogenic nitrogen in soils as revealed by solid-state carbon-13
and nitrogen-15 nuclear magnetic resonance spectroscopy. J. Environ. Qual.
2000, 29, 715–723.

107

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



42. Sutton, R.; Sposito, G. Molecular structure in soil humic substances: The
new view. Environ. Sci. Technol. 2005, 39, 9009–9015.

43. Stevenson, F. J. Humus Chemistry: Genesis, Composition, Reactions; 2nd.
ed.; John Wiley and Sons, Ltd.: New York, 1994.

44. Wershaw, R. L. Evaluation of conceptual models of natural organic matter
(humus) from a consideration of the chemical and biological processes of
humification; Scientific Investigations Report 2004-5121; U.S. Geological
Survey: 2004.

45. Alberts, J. J.; Filip, Z. Metal binding in estuarine humic and fulvic acids:
FTIR analysis of humic acid-metal complexes. Environ. Sci. Technol. 1998,
19, 923–931.

46. Hakala, J. A.; Chin, Y. P.; Weber, E. J. Influence of dissolved organic matter
and Fe(II) on the abiotic reduction of pentachloronitrobenzene. Environ. Sci.
Technol. 2007, 41, 7337–7342.

47. Perlinger, J. A.; Buschmann, J.; Angst, W.; Schwarzenbach, R. P. Iron
porphyrin and mercaptojuglone mediated reduction of polyhalogenated
methanes and ethanes in homogeneous aqueous solution. Environ. Sci.
Technol. 1998, 32, 2431–2437.

48. Sachs, S.; Bernhard, G. Humic acid model substances with pronounced redox
functionality for the study of environmentally relevant interaction processes
of metal ions in the presence of humic acid. Geoderma 2011, 162, 132–140.

49. Redman, A. D.; Macalady, D. L.; Ahmann, D. Natural organic matter affects
Arsenic speciation and sorption onto hematite. Environ. Sci. Technol. 2002,
36, 2889–2896.

50. Ritter, K.; Aiken, G. R.; Ranville, J. F.; Bauer, M.; Macalady, D. L. Evidence
for the aquatic binding of arsenate by natural organic matter-suspended
Fe(III). Environ. Sci. Technol. 2006, 40, 5380–5387.

51. Macalady, D. L.; Ranville, J. F. The chemistry and geochemistry of natural
organic matter (NOM). In Perspectives in Environmental Chemistry;
Macalady, D. L., Ed.; Oxford University Press: New York, 1999.

52. Struyk, Z.; Sposito, G. Redox properties of standard humic acids. Geoderma
2001, 102, 329–346.

53. Kappler, A.; Benz, M.; Schink, B.; Brune, A. Electron shuttling via humic
acids in microbial iron(III) reduction in a freshwater sediment. FEMS
Microbiol. Biol. 2004, 47, 85–92.

54. Chen, J.; Gu, B.; Royer, R. A.; Burgos, W. D. The roles of natural organic
matter in chemical and microbial reduction of ferric iron. Sci. Total Environ.
2003, 307, 167–178.

55. Peretyazhko, T.; Sposito, G. Reducing capacity of terrestrial humic acids.
Geoderma 2006, 137, 140–146.

56. Nevin, K. P.; Lovley, D. R. Potential for nonenzymatic reduction of Fe(III)
via electron shuttling in subsurface sediments. Environ. Sci. Technol. 2000,
34, 2472–2478.

57. Yao, H.; Conrad, R.; Wassmann, R.; Neue, H. U. Effect of soil characteristics
on sequential reduction and methane production in sixteen rice paddy soils
from China, the Philippines, and Italy. Biogeochemistry 1999, 47, 269–295.

108

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



58. Aeschbacher, M.; Sander, M.; Schwarzenbach, R. P. Novel electrochemical
approach to assess the redox properties of humic substances. Environ. Sci.
Technol. 2010, 44, 87–93.

59. Christman, R. F.; Shi, J.; Wagoner, D.; Sharpless, C.; Fischer, E.; Schupbach,
J. A new method for characterizing aquatic organic matter. In University of
North Carolina: Chapel Hill, NC, 1998.

60. Tank, J. L.; Rosi-Marshall, E. J.; Griffiths, N. A.; Entrekin, S. A.; Stephen,M.
L. A review of allochthonous organic matter dynamics and metabolism in
streams. J. N. Am. Benthol. Soc. 2010, 29, 118–146.

61. Kordel, W.; Dassenakis, M.; Lintelmann, J.; Padberg, S. The importance
of natural organic material for environmental processes in waters and soils.
Pure Appl. Chem. 1997, 69, 1571–1600.

62. Nurmi, J. T.; Tratnyek, P. G. Electrochemical properties of natural organic
matter (NOM), fractions of NOM, and model biogeochemical electron
shuttles. Environ. Sci. Technol. 2002, 36, 617–624.

63. Chen, J.; Gu, B.; LeBoeuf, E. J.; Pan, H.; Dai, S. Spectroscopic
characterization of the structural and functional properties of natural organic
matter fractions. Chemosphere 2002, 48, 59–68.

64. Larsen, L. G.; Aiken, G. R.; Harvey, J. W.; Noe, G. B.; Crimaldi, J. P. Using
fluorescence spectroscopy to trace seasonal DOM dynamics, disturbance
effects, and hydrologic transport in the Florida Everglades. J. Geophys.
Res., [Biogeosci.] 2010, 115.

65. Stedmon, C. A.; Markager, S. Tracing the production and degradation of
autochthonous fractions of dissolved organic matter by fluorescence analysis.
Limnol. Oceanogr. 2005, 50, 1415–1426.

66. Murphy, K. R.; Stedmon, C. A.; Waite, T. D.; Ruiz, G. M. Distinguishing
between terrestrial and autochthonous organic matter sources in marine
environments using fluorescence spectroscopy. Mar. Chem. 2008, 108,
40–58.

67. Chen, J.; LeBoeuf, E. J.; Dai, S.; Gu, B. Fluorescence spectroscopic studies
of natural organic matter fractions. Chemosphere 2003, 50, 639–647.

68. Miller, M. P.; McKnight, D. M.; Cory, R. M.; Williams, M. W.; Runkel, R.
L. Hyporheic exchange and fulvic acid redox reactions in an alpine stream/
wetland ecosystem, Colorado front range. Environ. Sci. Technol. 2006, 40,
5943–5949.

69. Mladenov, N.; Zheng, Y.; Miller, M. P.; Nemergut, D. R.; Legg, T.;
Simone, B.; Hageman, C.; Rahman, M. M.; Ahmed, K. M.; McKnight, D.
M. Dissolved organic matter sources and consequences for iron and arsenic
mobilization in Bangladesh aquifers. Environ. Sci. Technol. 2010, 44,
123–128.

70. Cory, R. M.; McKnight, D. M. Fluorescence spectroscopy reveals ubiquitous
presence of oxidized and reduced quinones in dissolved organic matter.
Environ. Sci. Technol. 2005, 39, 8142–8149.

71. Mladenov, N.; Huntsman-Mapila, P.; Wolski, P.; Masamba, W. R. L.;
McKnight, D. M. Dissolved organic matter accumulation, reactivity, and
redox state in ground water of a recharge wetland. Wetlands 2008, 28,
747–759.

109

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



72. Fulton, J. R.; McKnight, D. M.; Foreman, C. M.; Cory, R. M.; Stedmon, C.;
Blunt, E. Changes in fulvic acid redox state through the oxycline of a
permanently ice-covered Antarctic lake. Aquat. Sci. 2004, 66, 27–46.

73. Stedmon, C. A.; Bro, R. Characterizing dissolved organicmatter fluorescence
with parallel factor analysis: A tutorial. Limnol. Oceanogr.: Methods 2008,
6, 572–579.

74. Miller, M. P.; McKnight, D. M.; Chapra, S. C. Production of microbially-
derived fulvic acid from photolysis of quinone-containing extracellular
products of phytoplankton. Aquat. Sci. 2009, 71, 170–178.

75. Macalady, D. L.; Walton-Day, K. New light on a dark subject: On the use
of fluorescence data to deduce redox states of natural organic matter (NOM).
Aquat. Sci. 2009, 71, 135–143.

76. Maurer, F.; Christl, I.; Kretzschmar, R. Reduction and reoxidation of humic
acid: Influence on spectroscopic properties and proton binding. Environ. Sci.
Technol. 2010, 44, 5787–5792.

77. Ma, J.; Del Vecchio, R.; Golanoski, K. S.; Boyle, E. S.; Blough, N. V. Optical
properties of humic substances andCDOM:Effects of borohydride reduction.
Environ. Sci. Technol. 2010, 44, 5395–5402.

78. Miller, M. P.; Simone, B. E.; McKnight, D. M.; Cory, R. M.; Williams, M.
W.; Boyer, E. W. New light on a dark subject: Comment. Aquat. Sci. 2010,
72, 269–275.

79. Dana, M. N.; Lerner, B. R. Black Walnut Toxicity, Purdue University,
Department of Horticulture, Service, P. U. C. E.: West Lafayette, IN,
HO-193, 1994.

80. Osburn, C. L.; Morris, D. P.; Thorn, K. A.; Moeller, R. E. Chemical and
optical changes in freshwater dissolved organic matter exposed to solar
radiation. Biogeochemistry 2001, 54, 251–278.

81. Sulzberger, B.; Durisch-Kaiser, E. Chemical characterization of dissolved
organic matter (DOM): A prerequisite for understanding UV-induced
changes of DOM absorption properties and bioavailability. Aquat. Sci.
2009, 71, 104–126.

82. Visser, S. A. Oxidation-reduction potentials and capillary activities of humic
acids. Nature 1964, 204, 581.

83. Henderson, R. K.; Baker, A.; Murphy, K. R.; Hambly, A.; Stuetz, R. M.;
Khan, S. J. Fluorescence as a potential monitoring tool for recycled water
systems: A review. Water Res. 2009, 43, 863–881.

84. Murphy, K. R.; Hambly, A.; Singh, S.; Henderson, R. K.; Baker, A.;
Stuetz, R.; Khan, S. J. Organic matter fluorescence in municipal water
recycling schemes: Toward a unified PARAFAC model. Environ. Sci.
Technol. 2011, 45, 2909–2916.

85. Fellman, J. B.; Miller, M. P.; Cory, R. M.; D’Amore, D. V.; White, D.
Characterizing dissolved organic matter using PARAFAC modeling of
fluorescence spectroscopy: A comparison of two models. Environ. Sci.
Technol. 2009, 43, 6228–6234.

86. Cory, R. M.; Miller, M. P.; McKnight, D. M.; Guerard, J. J.; Miller, P.
L. Effect of instrument-specific response on the analysis of fulvic acid
fluorescence spectra. Limnol. Oceanogr.: Methods 2010, 8, 67–78.

110

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



87. Murphy, K. R.; Butler, K. D.; Spencer, R. G. M.; Stedmon, C. A.; Boehme, J.
R.; Aiken, G. R. Measurement of dissolved organic matter fluorescence
in aquatic environments: An interlaboratory comparison. Environ. Sci.
Technol. 2010, 44, 9405–9412.

88. Blough, N. V.; Del Vecchio, R. Comment on "HILIC-NMR: Toward the
identification of individual molecular components in dissolved organic
matter". Environ. Sci. Technol. 2011, 45, 5908–5909.

111

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Chapter 6

Electron Shuttling by Natural Organic Matter:
Twenty Years After

Garrison Sposito*

Departments of Environmental Science, Policy & Management and Civil &
Environmental Engineering, University of California, Berkeley, CA 94720

*gsposito@berkeley.edu

The progress of science shows completeness and a logical
development only in the settings provided by textbooks and
review articles. Living science, like living human beings,
invariably exhibits partial truths, tentativeness, trial-and-error,
and subjectivity. The development of the concept of electron
shuttling by natural organic matter is not an exception to this
paradigm. In the following essay, the story of this development
will be retold heuristically to endow it with a more logical
structure, providing both a template for future research and a
perspective on the contributions made by Donald Macalady.

The Beginnings

Our story begins, as is often true for innovative science, with a heuristic
hypothesis, one concerning the mechanisms of reactions that degrade organic
pollutants, such as pesticides, reductively—but abiotically—in soils, sediments,
and natural waters. This hypothesis was put forth by Tratnyek and Macalady (1),
who closed a decade-long debate about the dominant pathways of these reactions
with a deductive insight that is also a model of scientific parsimony: “Speculation
regarding the agents responsible for abiotic reduction of organic pollutants most
commonly emphasizes ferrous iron or complexes of ferrous iron. However, it is
a common generalization that natural organic matter is a strong reducing agent,
and organic matter will reduce metals that can, in turn, reduce organic pollutants.
Presumably, organic matter can also reduce organic pollutants directly. Studies
to date have not identified the reducing site(s) on natural organic matter though
they are likely to be associated with polyphenols, especially those with para

© 2011 American Chemical Society
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orientation, i.e. hydroquinones”. Thus, it was proposed that organic pollutants
might be reductively degraded abiotically by electron transfer from reduced
moieties in natural organic matter.

Proof-of-principle confirmation of the Tratnyek-Macalady hypothesis
appeared soon afterward in a seminal paper by Dunnivant et al. (2). Using
samples of aquatic organic matter extracted from 10 different natural waters, they
quantitatively demonstrated its role as a mediator in the reductive degradation of
substituted nitrobenzenes in aqueous solutions containing H2S as an exogenous
electron donor. They concluded that “under redox conditions typical for
sulfate-reducing bacteria and, particularly, for methanogenic environments where
reduction potentials well below −0.2 V have been measured, the abiotic reduction
of nitro aromatic compounds by reduced [natural organic matter] constituents may
be a significant transformation process. Various results of this study suggest that
the reactive [natural organic matter] constituents may be quinone-type moieties
which have recently been shown to be present in aqueous fulvic and humic acid
samples.”

Dunnivant et al. (2) summarized their results conceptually with a now-iconic
diagram (see Scheme 1) depicting rapid electron transfer from a “Bulk Donor”
[H2S(aq) in their experiments] to a “shuttle” (natural organic matter), which
then transfers electrons at a moderate rate to an organic pollutant. With further
prescient insight, they noted that “the reduction potential of natural systems is
generally controlled by microorganisms, thus ‘bulk’ electron donors and reduced
forms of electron-transfer mediators may also be replenished through microbial
processes.” In other words, natural organic matter, serving as a mediator of the
reductive degradation of an organic pollutant, could be reduced, not by only
by exogenous chemical electron donors, but also by microorganisms; and these
same microorganisms could sustain the process by continually replenishing
any electrons lost through subsequent reductive degradation of a pollutant.
Accordingly, one could replace “Bulk Donor” in the two-step electron-transfer
diagrammed by Dunnivant et al. (2) with “microbial consortium,” then apply the
diagram, thus broadened in scope, to the mediation of reductive degradation by
any moiety in natural organic matter that is reducible by microbes.

A similar broadening of the electron-transfer scheme of Dunnivant et al. (2)
is possible, if its second step, the reductive degradation of an organic pollutant,
is replaced by any reduction reaction susceptible to mediation. This innovation
was in fact already being explored independently by McBride and his coworkers
(3, 4) at the same time as Tratnyek and Macalady (1) were enlisting synthetic
hydroquinones to mediate the reductive degradation of nitro aromatic pesticides.
Kung and McBride (3), for example, demonstrated that synthetic hydroquinone
can promote the reductive dissolution of the mixed-valence manganese oxide,
hausmannite (Mn3O4), which is found commonly in soils. They noted that
such quinone mediators can be expected from “the microbial breakdown of
plant residues and humic substances”. Their results were summarized in an
electron-transfer diagram like that of Dunnivant et al. (2), but with a manganese
oxide shown instead of an organic pollutant. Thus the terminal electron acceptor
in the two-step scheme can be either organic or inorganic, contaminant or nutrient.
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Figure 1. Conceptual scheme for shuttle- mediated electron transfer from a bulk
donor to a contaminant in environmental systems. Adapted with permission from

Dunnivant et al. (2). Copyright 1992 American Chemical Society.

Lovley et al. (5) utilized this broadened scope in a seminal investigation
that fleshed out mechanistic details of the electron-transfer scheme suggested by
Dunnivant et al. (2). Earlier work by Lovley’s research group had discovered that
the culturable bacterium, Geobacter metallireducens, can couple the complete
oxidation of simple organic compounds (e.g., acetate) to the reduction of ferric
iron. Lovley et al. (5) then “…speculated that if G. metallireducens could transfer
electrons to humic substances, then humic substances might stimulate Fe(III)
reduction in a two-stage process in which (1) G. metallireducens oxidizes acetate,
with humic acids acting as the electron acceptor, and (2) reduced humic acids
donate electrons to Fe(III)”. Although “humic substances” is not a synonym for
“natural organic matter,” most of the latter is made up of the former, which refers
to a dark-colored, biologically-refractory, heterogeneous family of compounds,
partitioned by solubility criteria into humic acid and fulvic acid, that are the
byproducts of microbial metabolism (6). They may account for up to 80 % of soil
organic matter and up to half of that in natural waters, with the remainder being
identifiable biomolecules.

Using a suspension comprising a poorly-crystalline Fe(III) oxide and
commercially-available humic acid, Lovley et al. (5) demonstrated the
greatly-enhanced production of Fe(II) products on timescales of hours when G.
metallireducens and acetate were included; when they were not, or when they were
but no humic acid was present, nothing happened. Additionally, in suspensions
without Fe(III) oxide, acetate could not be oxidized by G. metallireducens when
no humic acid was present to be the electron acceptor. And finally, humic acid
reduced by G. metallireducens then placed in suspension with Fe(III) oxide
promptly reduced it to Fe(II) products. Lovley et al. (5) concluded that “such
electron shuttling may greatly facilitate the ability of Fe(III)-reducing bacteria
to pass electrons to insoluble Fe(III) oxides …,” thereby putting an additional
microbiological twist on the electron-transfer scheme of Dunnivant et al. (2)
while coining a viral metaphor for the microbial mediation it invokes.
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Is Electron Shuttling Ubiquitous?

The question posed directly above represents the first logical step to take
following the hypothesis of electron shuttling by natural organic matter. It has
several researchable facets. One of them is this: Are the microorganisms that can
reduce natural organic matter ubiquitous? The answer to this essential question
appears to be affirmative, according to a convincing number of laboratory and
field studies that have been published over the past decade and a half (7–15).
They indicate clearly that a broad variety of microorganisms thriving in anoxic
environments (fermenters, iron-reducers, sulfate-reducers, methanogens, etc.)
can do the job. This discovery of the widespread occurrence of microorganisms
that can reduce natural organic matter has had ramifications in microbial
ecology as well, since competitive advantages are conferred to microbes that
use abundant natural organic matter as a terminal electron acceptor (7, 13–16).
Adding fascinating complexity to this issue, reduced organic matter can be
“pirated” by microorganisms that are not themselves able to create it (17)
and then used for electron shuttling. Of course, such piracy is not limited to
microorganisms. Reduced organic matter prepared in the laboratory by incubation
with aqueous extracts containing microbial consortia, or created abiotically by
either electrochemical or wet-chemical methods, can then be used by humans to
reduce both naturally-occurring or pollutant compounds (18–21).

It should be emphasized that the evidence for electron shuttling by natural
organic matter presented thus far is circumstantial. This point can be illustrated
by taking a closer look at the study of Kappler et al. (12) who measured
profiles of Fe(II), pH, apparent electrode potential (EH), and microbial population
characteristics in a core of freshwater lake-bottom sediment exhibiting a
strongly-delineated redox zonation. Predictably, they found the content of
acid-extractable (1 M HCl) Fe(II) to increase with depth, from undetectable in
the top centimeter of sediment [“oxygen (and probably nitrate) respiration zone”]
to a convincing 80 % of the total Fe in a layer directly below and extending
down to four centimeters [“iron-reduction zone”]. Below this layer, the content
of extractable Fe(II) remained uniform.

The trend in pH observed by Kappler et al. (12) in their sediment core was
a classic signature of reductive dissolution (6): a monotonic increase with depth
throughout the upper 8 cm, beginning from about pH 6.7 to a plateau value of
pH 7.3. The expected downward trend also was observed for EH, which dropped
monotonically from about +120mV at the 1-cm depth to reach a plateau value near
−200 mV at the 5-cm depth, the nominal boundary between the “iron-reduction
zone” and the “sulfate-reduction zone,” which was a 3-cm layer exhibiting black
color and undetectable sulfate. On the microbial side, most-probable-number
analyses of the indigenous bacterial populations in the sediment core revealed
that humic-acid-reducing bacteria outnumbered iron-reducing bacteria by up to
two orders of magnitude at any depth in the profile. The Fe(III)-oxide-reducing
population was in fact non-negligible only in the “iron-reduction zone,” and
even there it was an order of magnitude smaller than the humic-acid-reducing
population. The Fe(III)-oxide-reducers were identified by their ability to produce
detectable Fe(II) in bicarbonate-buffered medium with both added acetate or
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lactate and poorly-crystalline Fe(III) oxide present. The humic-acid-reducers
were identified by their ability to do the same when humic acid extracted from
the sediment core also was added. These trends with depth provide strong
circumstantial—but definitely not mechanistic—evidence that reducible natural
organic matter in the lake sediment served as an electron shuttle for Fe(III) oxide
bioreduction.

Now, if the answer to the question of ubiquity is to be strongly affirmative,
then it should be possible to add any sort of natural organic matter to any sort
of soil or sediment containing Fe(III) oxide minerals and find that under anoxic
conditions, the reduction of these oxide minerals by native iron-reducers in the soil
or sediment is significantly enhanced. Nevin and Lovley (22) apparently were the
first to perform this crucial test, by placing off-the-shelf Aldrich humic acid into
a suspension of contaminated aquifer sediments known to contain a high content
of microbially-reducible Fe(III), incubating the sediments (with acetate added
as an electron donor) under anoxic conditions for three months, then measuring
acid-extractable (0.5 M HCl) Fe(II). Their results showed—unequivocally—that,
although some measurable Fe(II) was generated in the absence of added organic
matter, the amount produced in the presence of Aldrich humic acid was more
than twice as large as in the control at the end of incubation. Similarly, Rakshit et
al. (23) added commercial soil, peat, and aquatic humic substances to aqueous
suspensions of an Ultisol soil that they incubated under anoxic conditions for one
month without the benefit of an exogenous organic electron donor. Their results
(Figure 1) also demonstrated a clear and substantial enhancement of soluble Fe(II)
production by all of the added humic substances, regardless of their provenance.

Figure 1. Soluble Fe(II) production during one month of anoxic incubation in
the presence (blue filled symbols) or absence (red unfilled symbols) of Elliott
soil humic acid (“ESHA”) added to an aqueous soil suspension. [data from

Rakshit et al. (23)]
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Recently, Roden et al. (24) added significant breadth to these results by
quantifying both the electrons transferred to solid-phase natural organic matter
and the acid-extractable (0.5 M HCl) Fe(II) evolved during separate anoxic
incubations of wetland sediment suspensions in the presence of dissimilatory
iron-reducing bacteria. (Iron was removed from the sediments by extraction with
citrate-dithionate-bicarbonate solution before the electron-transfer experiments
were performed.) Electron transfer to solid-phase organic matter and Fe(II)
evolution were found to be positively-correlated. Since only a relatively minor
number of electrons was transferred in the absence of sediments (filtered
suspensions), and no electrons were transferred in the absence of added bacteria,
Roden et al. (24) concluded that direct electron transfer by the bacteria to
solid-phase natural organic matter in the sediments was largely responsible for
the Fe(III) bioreduction they had observed in unfiltered sediments. This important
mechanistic insight cannot be obtained from the results of either Nevin and
Lovley (22) or Rakshit et al. (23).

Quantitating the Shuttling Capacity

Given the ubiquity of electron shuttling by natural organic matter, the
key question of how to quantify electron shuttling capacity in the laboratory
can be addressed. Peretyazhko and Sposito (25) have reviewed much of the
post-millennium literature seeking an operational definition of an electron-transfer
capacity that can represent the second step in the electron-transfer scheme of
Dunnivant et al. (2) while yielding an accessible quantitative measure of the
shuttling capacity that has predictive value. Since the process at issue is the
abiotic mediation of a reductive transformation, it makes sense, guided by a
suggestion from A. Kappler (A. Kappler, personal communication), to identify
the key shuttling property of the mediator as its reducing capacity. Quantitatively,
reducing capacity is defined as the moles of electron charge, expressed per unit
mass of organic matter (or per mole of carbon), that an electron shuttle makes
available for transfer to an oxidant.

A measured value of reducing capacity will of course depend on the prior
redox state of the electron shuttle. This state dependence has been illustrated in
an especially clear way by Heitmann et al. (13), who differentiated “potential
electron-donating capacity,” the maximum value of a reducing capacity, from “in
situ electron-donating capacity,” the reducing capacity of an electron shuttle not
maximally reduced. The positive difference between the two values of reducing
capacity they termed “electron-accepting capacity” (13), which, in the present
context, can be identified as an “oxidative capacity”. Oxidative capacity refers
to the first step in the electron-transfer scheme of Dunnivant et al. (2). It plays a
key role in unraveling how special advantages accrue to microorganisms that are
able to transfer electrons to natural organic matter (13).

Despite the quantitative dependence of reducing capacity on the prior redox
state of an electron shuttle, its applicability should not depend on the details of
how the prior redox state was attained. Consider, for example, the carefully-
preserved sample of organic matter extracted from the “iron-reducing zone” in
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the lake-bottom sediments investigated by Kappler et al. (12). It is reasonable
to refer to the reducing capacity of this sample as a microbial reducing capacity
(25), with the additional adjective specifying the exogenous electron donor in the
scheme of Dunnivant et al. (2). It is also reasonable to apply this term to the
reducing capacity of the commercially-available humic acid sample utilized by
Lovley et al. (5) for which the electron donor was the culturable bacterium, G.
metallireducens. Microbial reducing capacity thus is applicable as a concept to
natural organic matter that has been reduced either by a culturable microorganism
(5, 7–11) or by a microbial consortium in a sediment or soil (12–14, 22–25).

Kappler et al. (12) extracted humic acid from lake-bottom sediments and
then chemically reduced it by anoxic incubation for 24 hours under H2(g) in the
presence of a Pd catalyst, following a method devised many years ago by Visser
(26). They did this in order to assess the prior redox state of the humic acid by
comparison between its reducing capacities measured before and after exposure to
H2(g), i.e., by calculating its oxidative capacity in the lake-bottom sediments. The
reducing capacity of their humic acid sample after reduction pretreatment can be
termed its chemical reducing capacity (25), with the first adjective again referring
to the exogenous electron donor in the scheme of Dunnivant et al. (2). Using the
same line of reasoning as for microbial reducing capacity, one can conclude that
the concept of chemical reducing capacity is applicable to natural organic matter
that has been reduced in the laboratory by any one of several abiotic techniques,
including H2(g) with Pd catalyst (7, 12, 25, 26), H2S(aq) (1), or electrochemical
cell (18). Adding an interesting microbial ecology dimension to this idea is the
fact that chemical reductants such as H2(g) and H2S(aq) also can be produced by
microorganisms in soils and sediments (5–7, 13).

Laboratory measurement of either microbial or chemical reducing capacity
necessarily involves use of an oxidant to harvest the electrons from a reduced
organic matter shuttle. A variety of chemical oxidants has been used for this
purpose, the most popular being ferric citrate [FeC6H5O7 (5, 23, 25, 27)] and
potassium hexacyanoferrate [K3Fe(CN)6 (7, 12, 18, 28, 29)], both compounds
exhibiting standard electrode potentials between 0.3 and 0.4 V for reduction to
products containing Fe(II). An evident but often unacknowledged constraint on
the choice of oxidant for measuring reducing capacity is that it must react only
with those moieties in natural organic matter that have been previously reduced
microbially or chemically, i.e., it should neither over-harvest nor under-harvest the
electrons in a shuttle.

A clear example of over-harvesting was cited by Peretyazhko and Sposito
(25), who found that using I2(aq) as the oxidant (30) for reduced humic acids led
to estimates of their chemical reducing capacity that were an order of magnitude
larger than those obtained with either of the two Fe(III) oxidants mentioned
above. The standard electrode potential for the reduction of I2(aq) to I-(aq)
is about 1.0 V, which suggests that I2(aq) was oxidizing moieties that are not
involved in electron shuttling (25, 31). An example of under-harvesting was
provided by Bauer and Kappler (31), who examined Fe(III) oxyhydroxides as
well as ferric citrate as oxidants, finding that well-crystallized mineral oxidants
(hematite and goethite) produced chemical reducing capacities for Pahokee Peat
humic acid that were less than one-third of the value found using ferric citrate.
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The poorly-crystalline Fe(III) oxide, ferrihydrite, fared better, the overall trend
being a monotonically-increasing chemical reducing capacity with increasing
standard electrode potential for reduction of the oxidant to Fe(II) products (31,
32). Bauer and Kappler (31) also noted that the reducing capacity of their humic
acid prior to chemical reduction was not even detectable using well-crystallized
Fe(III) minerals, whereas measurable values that compared well were found using
either ferrihydrite or ferric citrate.

Peretyazhko and Sposito (25) and Jiang and Kappler (33) have compared
the microbial reducing capacity with the chemical reducing capacity of humic
substances. Peretyazhko and Sposito (25) used Pahokee Peat, Elliott Soil, and
Leonardite humic acid in their study, inducing microbial reduction by anoxic
incubation for two weeks in suspension with an indigenous population of soil
microorganisms and chemical reduction by using H2(g) over a Pd catalyst.
Regardless of the mode of reduction, their samples were oxidized by ferric
citrate. Measured values of the two reducing capacities were the same within
experimental precision, leading them to conclude that “chemical reduction can be
used as a convenient laboratory method to assess the [microbial reducing capacity]
of [humic acid]”. Jiang and Kappler (33) used Suwannee River fulvic and humic
acids along with Aldrich humic acid in their experiments, inducing microbial
reduction by anoxic incubation for 3 hours in suspension with G.sulfurreducens
and chemical reduction by exposure to H2(g) on a Pd catalyst. They oxidized their
samples with potassium hexacyanoferrate. Again, within experimental precision,
the two reducing capacities were the same, leading them to state (33) “…we
can conclude that most redox-active functional groups in [humic substances]
that are reduced chemically by H2 are also bioreducible. We therefore conclude
that chemically reduced [humic substances] can be used as representatives of
microbially reduced natural humic substances”.

We note that a reducing capacity determined with ferric citrate does not have
the same value as that determined with potassium hexacyanoferrate, which is the
more potent oxidant. For example, the chemical reducing capacities of Elliot soil
and Pahokee Peat humic acid are equal to 0.561 ± 0.106 and 0.539 ± 0.047molc/kg,
respectively, if ferric citrate is used as the oxidant, whereas they are equal to 1.89
± 0.04 and 2.37 ± 0.25 molc/kg, respectively, if hexacyanoferrate is the oxidant
((25) and T. Peretazhko, unpublished data). Similarly, the chemical reducing
capacity of Suwannee River fulvic acid is 0.390 ± 0.008 molc/kg C if measured
with ferric citrate (23), but equals 1.21 ± 0.13 molc/kg C when measured with
hexacyanoferrate (33). These differences, a factor between 3 and 4, do not in
principle affect direct comparison of microbial with chemical reducing capacity,
but they certainly do affect the interpretation of reducing capacity as to which
organic moieties are involved in electron shuttling.

Identifying the Shuttling Moieties

A third and final question to follow up the hypothesis of electron shuttling
by natural organic matter is: which functional groups both contribute to the
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reducing capacity and are involved in electron shuttling? Royer et al. (34, 35)
took the first decisive steps toward answering this question through a series of
clever experiments on a model system comprising the Fe(III) oxide, hematite, the
iron-reducing bacterium, Shewanella putrefaciens, and a suite of natural organic
matter samples of differing provenance and, therefore, with different chemical
properties. The results of their experiments showed clearly that acid-extractable
(0.5 M HCl) Fe(II) production after five days of anoxic incubation increased
with both the concentration of natural organic matter added—thus confirming
its putative role as an electron shuttle—and aromaticity, a trend that was noted
as well by Chen et al. (36). No other chemical property of the organic matter
samples showed a significant positive correlation with Fe(II) production.

They observed that adding anthraquinone-2,6-disulfonate, a synthetic
quinone known to function as an electron shuttle for the bioreduction of Fe(III)
in soils and sediments (20, 22), enhanced Fe(II) production more after one
day of incubation than it did after five days, whereas adding the strong Fe(II)
complexing agent, ferrozine, did the exactly the reverse. Moreover, when the
two compounds were present together, the resulting Fe(II) production could
be predicted reliably by a linear combination of the effect of each compound
alone. Anthraquinone-2,6-disulfonate engages in electron shuttling, but not Fe(II)
complexation, and ferrozine engages in Fe(II) complexation but not electron
shuttling (Figure 2), leading Royer et al. (34, 35) to hypothesize from their
results that electron shuttling mechanisms should be most effective during the
initial stages of Fe(III) bioreduction, whereas Fe(II) complexation mechanisms
(which lower the Fe2+ concentration) should be most effective later in Fe(III)
bioreduction, after mass-transfer of Fe2+ away from the dissolving Fe(III) mineral
had become rate-limiting.

Rakshit et al. (23) tested this hypothesis by monitoring the bioreduction of
Fe(III) in soil using parallel incubation experiments designed to have the same
initial chemical reducing capacity provided by two different samples of added
natural organic matter, but with the initial total carboxyl content provided by the
samples differing substantially (by a factor of 2) between the two experiments.
The congruence of reducing capacity and the contrast in carboxyl content
represented an effort to distinguish the role of Fe(II) complexation from that of
pure electron shuttling. Their results showed that, in the presence of the organic
matter sample with lower carboxyl content, soluble Fe(II) production rose to a
plateau after about three weeks of incubation (see Figure 1). However, in the
presence of the organic matter sample with larger carboxyl content, soluble Fe(II)
production was essentially linear with incubation time, showing no tendency
to plateau even after one month, except for an initial slow rise that was in fact
congruent with that observed during incubation with the organic matter sample of
lower carboxyl content, once adjustment of the results was made for the initial pH
difference caused by the differing carboxyl content of the two samples. Rakshit et
al. (23) concluded that, although electron shuttling dominated the early kinetics of
Fe(III) bioreduction in their soil, Fe(II) complexation dominated the later kinetics.
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Figure 2. Mechanisms for the bioreduction of Fe(III) oxide in the
presence of natural organic matter (NOM) based on experiments in which
anthraquinone-2,6-disulfonate (AQDS) or ferrozine was added to suspensions
containing dissimilatory iron-reducing bacteria (DIRB). Reprinted with

permission from Royer et al. (34). Copyright 2002 American Chemical Society.

Having begun to clarify the ancillary role of carboxyl groups, one is still
left to ask precisely which moieties in natural organic matter actually serve as
electron shuttles. Tratnyek and Macalady (1) and Dunnivant et al. (2) proposed
“quinone-type moieties” and indeed, adding anthraquinone-2,6-disulfonate to
soils and sediments (12, 20) enhances Fe(III) bioreduction similarly to adding
natural organic matter (22, 23), although not every synthetic quinone can do this
(34). We also know that aromaticity is important to electron shuttling capability
(34–37). Ratasuk and Nanny (37), however, raised questions concerning the
quinone proposal by showing that humic substances reduced at pH 6.5 under
H2(g) on Pd catalyst supported by alumina apparently lose their quinone moieties
(evidenced by loss of the aromatic ketone peak in their infrared spectra), but
they do not lose their chemical reducing capacity (determined by reaction with
ferric citrate). For example, Elliott soil humic acid and Pahokee Peat humic acid
still retain about half of their chemical reducing capacities after reduction with
H2(g) over Pd/Al2O3 catalyst at pH 6.5 (37). Ratasuk and Nanny (37) concluded
that their results “…suggest that electron-transfer processes involving [humic
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substances] could occur via several mechanisms besides that of the formation of
semiquinone radicals”.

Wolf et al. (38) added another piece to the puzzle in their systematic
investigation of a model system realizing the schematic diagram in the upper
part of Figure 2, with G. Metallireducens being the dissimilatory iron-reducing
bacterium and ferrihydrite being the Fe(III) oxide. In respect to quinone electron
shuttles, they examined not only anthraquinone-2,6-disulfonate, but seven
other quinone compounds as well that were distinguished by varying molecular
structure and, significantly, by their apparent electrode potential for reduction at
pH 7. The results showed that the initial rate of acid-extractable (1M HCl) Fe(II)
production, normalized to that observed without quinone, exhibited a very strong
maximum when plotted against the apparent electrode potential for reduction,
this unimodal behavior reflecting the fact that some of the quinones simply could
not enhance Fe(II) production. In particular, quinones having apparent electrode
potentials for reduction at pH 7 in the range −225 to −137 mV were those that
also greatly enhanced Fe(III) bioreduction (anthraquinone-2,6-disulfonate was
best, with an apparent electrode potential equal to −184 mV at pH 7). Noting that
the apparent electrode potential for the reduction of natural organic matter falls
into the peak range they found for synthetic quinones, Wolf et al. (38) concluded
that indeed quinone moieties are important to electron shuttling.

The next piece of the puzzle was added by Aeschbacher et al. (39), who
devised an ingenious electrochemical method for measuring oxidative capacity at
pH 7 that also permitted inference as to which organic moieties contributed to it.
Their flow-through electrochemical cell utilized a glassy carbon working electrode
maintained at −0.49V relative to the StandardHydrogen Electrode, which is nearly
at the bottom of the range of apparent electrode potentials for the reduction of
synthetic quinones (38, 39). An organic radical (the bipyridyl herbicide, diquat)
was added to facilitate electron transfer between the natural organic matter sample
being reduced and the working electrode. Quantitation of electron transfer in this
cell was direct, by time-integration of the reductive current.

The resulting oxidative capacities, measured for a dozen commercial humic
substances, were proportional to aromaticity [linear correlation (R2 = 0.82), with
a y-intercept not significantly different from 0]. This proportionality, as well
as a strong linear correlation of oxidative capacity with the C/H molar ratio,
and the range of apparent electrode potentials accessed by their electrochemical
method led Aeschbacher et al. (39) to conclude “... that aromatic systems, likely
quinone moieties, dominate the redox characteristics of [humic substances]”.
Most interesting for our quest, their values of oxidative capacity also were
strongly and positively correlated with oxidative capacities reported by Ratasuk
and Nanny (37) for the same humic substances chemically-reduced under H2(g)
on a Pd catalyst and oxidized with ferric citrate. Specifically, the electrochemical
oxidative capacities measured by Aeschbacher et al. (39) were about three times
larger than those measured by Ratasuk and Nanny (37). As noted above, this ratio
is about the same as that which obtains for reducing capacities measured with
potassium hexacyanoferrate vs. ferric citrate.

All of this is suggestive of quinone moieties being the seat of electron
shuttling by natural organic matter. It would be very useful to develop a direct
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determination of the quinone content of humic substances to compare with the
results of Aeschbacher et al. (39). Can we do this? Well, yes we can. Long ago
Schnitzer and Riffaldi (40) published a wet-chemical method for quantitating
quinones in humic substances. Basically, the method involves reaction of natural
organic matter with SnCl2 in a highly alkaline medium, with Sn2+ then reducing
the quinone moieties, followed by potentiometric back titration with the strong
oxidant, K2Cr2O7. Schnitzer and Riffaldi (40) showed that their method was
very accurate for synthetic quinones (and it gave the expected null result for
aromatic compounds not possessing quinone moieties). Sudipta Rakshit, in the
author’s laboratory, has applied their method to anthraquinone-2,6-disulfonate,
a compound which Schnitzer and Riffaldi (40) did not examine, and found a
quinone content of 5.45 ± 0.21 mol/kg (S. Rakshit, unpublished), the same as
the expected value, 5.46 mo/kg. When applied to Elliott soil humic acid and
Pahokee Peat humic acid, the method yielded quinone contents of 1.38 and 1.25
mol/kg, respectively (S. Rakshit, unpublished). These results may be compared
to the corresponding oxidative capacities of 1.96 and 1.62 molc/kg, reported by
Aeschbacher et al. (39), and to the chemical reducing capacities of 1.89 and
2.37 molc/kg, cited above, which were obtained after reduction under H2(g) on
a Pd catalyst using potassium hexacyanoferrate as the oxidant (T. Peretyazhko,
unpublished). It is difficult to believe that the close agreement among these
independently-measured values is purely coincidental. It is more likely that the
“Tratnyek-Macalady quinone hypothesis,” is simply right.
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Chapter 7

Electrochemistry of Natural Organic Matter

James T. Nurmi* and Paul G. Tratnyek

Division of Environmental and Biomolecular Systems, Oregon Health &
Science University, 20000 NWWalker Road, Beaverton, OR 97006

*jnurmi@ebs.ogi.edu

Natural organic matter (NOM) plays an important role in a
variety of environmental redox processes, ranging from fueling
the global carbon cycle to mediating microbial interactions
with minerals. However, the complex and indeterminant
composition of NOM makes characterization of its redox
activity challenging. Approaches that have been taken to
address these challenges include chemical probe reactions,
potentiometric titrations, chronocoulometry, and voltammetry.
Advantages of the latter include that it can be diagnostic and
quantitative, but applying voltammetry to the characterization
of NOM has been challenging. Improved results have been
obtained recently by using aprotic solvents, microelectrodes,
and various applied potential waveforms. Results obtained
with several voltammetric methods and DMSO as the solvent
strongly suggest that quinone-like moieties are the dominant
redox active groups. Correcting the associated peak potentials
for comparison with estimates of NOM redox potentials in
aqueous solutions shows that the range of peak potentials
resolved by voltammetry spans most of the redox potentials
obtained by other means that have been reported for various
types of NOM or NOM model compounds. The multiplicity of
electron-transfer steps that are distinguishable by voltammetry,
and the likelihood that there is a degree of redox-coupling
among these moieties, suggests that the redox potential of NOM
might best be modeled as a continuum of redox potentials. The
kinetics of electron exchange along this continuum will vary
with factors such as the complex tertiary structure of NOM.
The kinetic limitations created by this tertiary structure may be

© 2011 American Chemical Society
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overcome with organic solvents (which allow the structure to
unravel) or electron shuttles (which can pass into the structure),
which accounts for the improved resolution of methods that use
these strategies in electrochemical characterization of NOM.

Introduction

Applications of electrochemistry to environmental science and engineering
are of three general types: (i) engineering applications for treatment of
contaminated water or sediment; (ii) analytical applications involving electrodes
for analyte concentration and detection; and (iii) diagnostic applications to
understanding fundamental aspects of redox processes in environmental systems.
The engineering applications are well represented in reviews, some of which also
include electrochemical aspects of green chemistry and energy capture/storage
(1–7). Analytical applications of electrochemistry to environmental science are
also sufficiently mature to have been reviewed many times (8–13). In contrast,
application of electrochemical methods for the purpose of diagnosing fundamental
aspects of environmental redox processes are dispersed throughout the literature
on aquatic chemistry, biogeochemistry, etc.

Two areas where fundamental studies of environmental redox processes
have relied heavily on electrochemical methods stand out because they illustrate
some of the unique advantages of this approach. One particularly active area
of research involves the use of microelectrodes to make spatially resolved, in
situ measurements of redox-active species in structured systems like sediments
and biofilms (11, 14–17). An area of environmental research where the
electrochemical approach is comparatively novel involves direct characterization
of reactions that occur on redox active solids—such as zerovalent metals, metal
oxides and sulfides, and clays—by configuring these materials as electrodes
(18–22). When these electrodes are made of fine-particulate materials, the
structure and composition of the original particle surfaces can be preserved,
thereby enabling investigation of the dynamics of surface property changes with
other factors, such as applied overpotential or solution chemistry (23).

In addition to the approaches represented by the two examples given above,
other applications of electrochemistry to mechanistic studies of aquatic or
biogeochemical redox processes employ inert electrodes with a response that is
mediated by a surface layer of substances whose properties are the main interest.
Examples of this type of work involve microorganisms (24), cytochromes
(24–26), other redox shuttles (27), clays (26–30), and humic substances.

This chapter concerns the redox properties of humic substances
(HS)—or, more broadly, natural organic matter (NOM)—as determined by
the electrochemical method commonly referred to as voltammetry. Other
electrochemical methods, such as potentiometric titrations and coulometry have
been used to study properties of NOM, such as the electron transfer capacity (e.g.,
(31–33)), but they are given only limited consideration in this review. We chose
to focus on voltammetric techniques for three reasons: (i) the prevalence of data
that currently exists is larger than for any other electrochemical technique, (ii) we
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have collected a lot of voltammetric data on various sources of NOM, and (iii)
this is the only method that allows for the direct measurement of redox potentials
at an electrode surface. The chapter starts with a review of the basic principles
of the relevant voltammetric methods, followed by a summary of past work in
this area, then presentation of some previously unpublished data, and finally a
synthesis of the results and discussion of how electrochemical parameters such
as redox potential and redox capacity relate to the biogeochemical redox state of
environmental systems.

Background

Electrochemical Methods

In general, there are two categories of electrochemical methods, (i) static or
equilibrium techniques, and (ii) dynamic or non-equilibrium methods. In the case
of the static methods, no potential or current is applied to the working electrode
so it equilibrates with the redox labile species in solution. The most precise term
for this technique is zero-current chronopotentiometry, but it is more commonly
referred to as open-circuit potential (OCP) or oxidation-reduction potential (ORP)
measurement. In the second category of electrochemical measurements, a current
or potential is applied to perturb conditions at the electrode-solution interface,
and the system response is measured. The most basic dynamic electrochemical
techniques are linear sweep voltammetry (LSV) and cyclic (linear sweep)
voltammetry (CV), but there are many variations that have been developed for a
wide range of purposes (34–37).

Dynamic voltammetric methods like LSV and CV involve applying a
potential at an (usually) inert electrode surface and measuring the resulting
current due to the transfer of charge to or from species in solution. In a typical
voltammetry experiment, three electrodes are used. The potential is ramped
between the working electrode and the reference electrode. When the potential
is strong enough to either oxidize or reduce substances from the solution (e.g.,
NOM), current flows and is measured between the working electrode and an
auxiliary (or counter) electrode.

Working electrodes are often made of noble metals, such as platinum or gold.
Other materials have been used in environmental systems such as the hanging drop
mercury electrode and glassy carbon electrodes. The various electrode materials
offer different potential ‘windows’ in which experiments can be performedwithout
reducing or oxidizing the solvent. Under aqueous conditions, this window also
varies with the solvent and pH: for example, when using a Pt electrode in water at
neutral pH, the window ranges from approximately -1.0 V to +1.0 V vs. Ag/AgCl.
In DMSO, the window ranges from -1.5 V to +0.8 V vs. Ag/Ag+. In this respect,
water is more limiting (has a narrower potential window) than many alternative
solvents.

Another important variable in voltammetry is the waveform of the applied
potential. The simplest waveform used in voltammetric studies is called linear
sweep voltammetry (LSV) and cyclic voltammetry (CV). In LSV, the applied
potential is ramped linearly in one direction while sampling the current response.
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CV works the same way, only that the potential is ramped back to the beginning
value after reaching the end point (switching potential). Advantages of LSV and
CV are that the data are comparatively easy to interpret and they can characterize
redox activity over a wide potential region.

Another dynamic voltammetric method is differential pulse voltammetry
(DPV), where the applied potential is ramped in pulses and the current is
measured at the end of each pulse. In square wave voltammetry (SWV), the
applied potential is ramped using square waves in which the potential pulse is
applied in both the positive (anodic) and negative (cathodic) direction and the
current is sampled at the end of each pulse. The net current is the total current
response for both anodic and cathodic currents. DPV, and especially SWV, have
higher sensitivity, reduce non-faradic currents (background currents), and scan
times can be shorter than in LSV and CV.

In addition to solvent and waveform, many other variations on voltammetry
are possible. One that is relevant to the results described below involves the use
of micro-sized working electrodes. Microelectrodes offer three key advantages
over macroelectrodes, (i) the thin diffusion layers on small electrodes favors
diffusion limited currents, (ii) the small currents involved minimize perturbation
of the solution chemistry, and (iii) the “ohmic drop” (voltage difference between
the working electrode and the reference electrode) effect is minimized so less
conductive solutions can be used.

A comparison of three representative types of voltammetric data is shown in
Figure 1 for menadione (a model quinone, for comparison with data for NOM
shown later). Conventional CV with a macro (mm-sized) working electrode gives
two pairs of peaks (Figure 1A), labeled 1A, 1C, 2A, and 2C for anodic, cathodic,
and first or second electron transfer (counting from the quinone form). The CV
obtained with a micron-sized working electrode (Figure 1B) is simpler because
the anodic and cathodic currents coincide and are diffusion limited, resulting in
plateaus instead of peaks. SWV (with a microelectrode) gives sharp symmetrical
faradaic peaks (Figure 1C) due to the way the current is sampled (removes all
capacitive currents). The comparatively sharp definition of the peaks in Fig. 1C
illustrates one of the advantages of SWV.

Figure 1. Typical electrochemical results for a quinone (1.0 mM menadione)
in an aprotic solvent (DMSO). (A) CV with a 3-mm Pt working electrode. (B)
CV with a 100 μm Pt working electrode. (C) SWV with a 100 μm Pt working

electrode. Ep and Ep/2 are peak and half-peak potentials, respectively.
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In all three cases shown in Fig. 1, the first and second electron transfer steps
are well resolved in part because the data were obtained in an aprotic solvent. In
water, the semiquinone intermediate would be less stable, resulting in one peak for
both electron transfers. The effect of solvent on voltammetry of NOM is discussed
further below.

Qualitative Voltammetry

To illustrate the qualitative interpretation of voltammetric data, consider a
system that consists of a simple, reversible redox couple A + e- ⇌ D. LSV on
such a system will give a single peak in current (i) vs. potential (E). The peak is
termed cathodic for reduction (A→D) or anodic for oxidation (D→A) depending
on the scan direction. A CV will exhibit a pair of peaks, one anodic and the other
cathodic, for this system. This behavior can be seen in Fig. 1A. Symmetrical pairs
of anodic and cathodic peaks often are not observed because many redox couples
are less than fully reversible and (or because) side reactions occur involving the
species involved in the redox couple.

Voltammograms produce peaks even though the Butler-Volmer equation
predicts that current should increase exponentially with increasing over-potential.
This arises because the increase in net current measured by the working electrode
is not only influenced by the potential dependence of interfacial charge transfer
(the Butler-Volmer part), but also to the concentration of the redox labile species
at the electrode surface. As the rate of interfacial charge transfer increases,
electrolysis consumes A or D, which is only partially replenished by diffusion
from bulk solution. Depletion of A or D in the interfacial region results in
decreased current, producing the peak.

With more complex systems, voltammetry often produces multiple peaks,
which indicates that multiple redox couples and/or multistep redox couples are
contributing to the electrode response. To resolve these steps, experimental
conditions such as solvent and sweep rate can be varied, as these factors influence
the number, size, shape, and separation of peaks in voltammetry. These qualitative
aspects of voltammogram interpretation are illustrated below, where we compare
data obtained on various NOM samples to model compounds for likely NOM
components.

Quantitative Voltammetry

There are several quantitative variables that can be determined from a
voltammogram. The potential and current at which the peak occurs are described
by the peak potential (Ep) and the peak current (ip), respectively. In CV, the
potential at half the peak height is called the half-peak potential (Ep/2), which is
approximately equal to standard potential for reversible redox couples. The utility
of this is limited, however, because any degree of irreversibility will cause Ep/2
to overestimate the standard potential. This issue is discussed further in Chapter
3 (38), as it relates to the determination of one-electron reduction potentials for
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contaminant degradation reactions. Quantitative analysis of data from DPV and
SWV is similar, but with one major difference. Due to the way the current is
sampled in SWV, Ep rather than Ep/2 is the estimator of the standard potential (for
reversible couples).

Voltammetry can also be used to characterize the degree of reversibility of
a redox couple. The peak potential (Ep) of a reversible redox couple is constant
and independent of scan rate, but as a couple becomes less reversible, Ep shifts
cathodically for reduction reactions and anodically for oxidation reactions.

Quantitatively, for the reversible process:

Whereas for irreversible electron transfer:

where α is the transfer coefficient or barrier symmetry, and R, T, and F have
their usual meanings (gas constant, absolute temperature, and Faraday constant,
respectively). Experimentally determined values of α are typically about 0.5, but
they can vary between 0 and 1 and have been interpreted as a measure of progress
on the reaction coordinate at charge transfer (39). The degree of reversibility
also affects peak currents, with ip for reversible couples tending to be larger than
for irreversible couples (other factors, such as scan rate and concentration, being
equal).

In CV, reversibility is also reflected in the difference between Eox and Ered.
Reversible couples give peak potentials that are separated by approximately 59
mV and this should be independent of scan rate. If n electrons are transferred in
a reversible electrode process, the difference in peak potentials from CV is given
by:

When a pair of peaks is observed by CV but the difference in peak potentials is < 59
mV, the couple is described as quasi-reversible, a condition that is fairly common
and has been subjected to extensive interpretation (34).

Peak potentials and other quantitative properties obtained from voltammetry
can be diagnostic of the species that dominate the electrode response, if other
factors that influence the electrode response are constant or negligible. This
strategy is used below in comparisons of electrochemical data obtained with
NOM and NOM model compounds.
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Voltammetry of Natural Organic Matter

It is well known that NOM can be redox active and this plays an important
role in the biogeochemistry of environmental systems (31, 40–54). There are
three electrochemical aspects to this: (i) the capacity of NOM to accept or donate
electrons, (ii) the potential at which charge transfers to or from NOM occurs,
and (iii) the kinetics of these charge transfer reactions. The electron transfer
capacity (ETC) of NOM to accept or donate electrons (EAC or EDC, respectively)
makes it a significant redox buffer in environmental systems (31, 32, 46, 55–60).
However, EAC and EDC are properties of the aggregate material, and since NOM
is composed of a complex mixture of redox labile compounds and moieties with
different redox characteristics, this makes any measure of the ETC dependent on
the potential and kinetics of the analysis. One response to this complication is to
focus on isolating the effects of specific redox-active functional groups, which
has been a prominent objective of many studies of NOM using electrochemical
methods.

The redox activity of NOM is usually attributed mainly to the polyphenolic
(especially hydroquinonoid) moieties (50, 54, 61); so much so that quinonoid-
enriched NOM has been developed to provide enhanced redox properties (60).
There are, however, other moieties that may contribute to the overall redox
activity of NOM (e.g., complexed metals (31) and thiols (62–64)), and it is likely
that the relative significance of these redox-active components varies with the
source, type, and handling of the NOM. In principle, electrochemical methods can
distinguish between the contributions of different redox active moieties—e.g., by
peak potential, as described above—but this is only possible for a small number
of relative distinct types of redox active moieties. While this ultimately limits
the reductionist approach to interpreting electrochemical data for characterization
of NOM, it has lead to several significant developments based on comparatively
holistic interpretations of the data, which are discussed later.

Most early studies on the voltammetry of NOM (mainly NOM and fractions
of NOM) involved simple voltammetric methods (LSV, CV) with a hanging drop
mercury working electrode. It appears that there was consensus at the time that the
humic fractionwas not electrochemically reducible at themercury drop (65), so the
apparent electro-reduction of humic-like oxidation products from bituminous coal
was attributed to nitro groups associatedwith thematerial (66). Later, it was shown
that the effect of NOM and NOM fractions under these conditions was mainly due
to their surfactancy, suppressing the electrode response by forming a redox inactive
adsorbed layer (67). As a result of this, few of these early studies present sufficient
electrochemical detail to allow further analysis of the results (e.g., (67, 68)).

Subsequent studies of the voltammetry of NOM andNOM fractions have used
solid-state working electrodes and explored the full range of potential waveforms
summarized in the previous section (LSV, CV, DPV, and SWV). The evolution
of this work is represented in Table 1, where the major works are summarized
in chronological order (left to right), along with key experimental conditions that
distinguish the studies (rows).
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Table 1. Method details for key electrochemical studies of NOM redox properties

Properties Various
Sources 1

Yu, 1985 (73) Ding, 1991
(69, 70)

Helburn, 1994
(75)

Motheo, 2000
(76)

Nurmi, 2002
(77, 78)

Aeschbacher,
2010 (33)

Working
electrode

Hg GC GC, CPE, CFbE Au Wire Ti/IrnTinO2 Pt disk GC

Counter
electrode

Pt Pt Au Wire Steel Pt wire Pt wire

Reference
electrode

SCE SCE Ag/AgCl SCE SCE Ag/Ag+ Ag/AgCl

Potential Wave
Form

LSV LSV DPS LSV LSV LSV Chrono-
coulometry

Scan Rate 2 mV/s 500 mV/s 50 mV/s 10 mV/s

Solvent H2O H2O H2O H2O H2O DMSO H2O

Electrolyte Unk 2 Unk 2 NH4Ac 0.5 M KCl 0.1 M KCl 1.0 mM NaClO4 0.1 M KCl

NOM conc. Unk 2 Unk 2 100:5 3 3 g/L 30 mg/L 90 mg/L 2 g/L

NOM type Various
fractions of

NOM

Unk 2 Extracts of
various tree
Needles and

leaves

Glenamoy-
Ireland HA

Mogi Guacu
River peat HA

Various NOM Various NOM

1 (66, 79–82), 2 Unknown, 3 Ratio water to dry NOM.
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The earliest of the studies shown in Table 1 focused on complex organic
materials like the decomposition products of rice straw, manure, and rice
paddy natural organic matter (69, 70). In some cases these materials produced
voltammograms with relatively good peak definition, but the data were not used
to quantify redox potentials or identify the responsible compounds or moieties.
When Yu et al. (71–73) studied the anaerobic decomposition products of rice
straw and vetch by LSVwith a (solid state) Pt electrode, only poorly defined peaks
were observed. The lack of definite peaks prevented quantification of half-wave
potentials, but comparison between these features showed that the quantity of
redox active material was greatest at the stage of most vigorous decomposition.

In order to obtain better peak definition, DPS has been used to study various
types of NOM ((69, 70) and others cited therein). Using aqueous extracts of tree
leaves, for example, a well-defined oxidation peak was observed at ~0.5 V vs.
SCE, which was unaffected by passing the sample through a cation-exchange
column, but completely removed after treatment by anion-exchange (69, 70).
Consistent with its apparent negative charge, this redox-active component of
NOM was shown to adsorb strongly to various minerals and soil types (goethite,
Rhodic Ferralsol, Ali-Haplic Acrisol, and Cambisol) (74). Subsequent work
by the same group with solutions of decomposition products from pine needles
characterized by DPS gave several moderately defined peaks between –0.05 and
+0.69 mV vs. Ag/AgCl. After contact with various soils, the most cathodic of
these peaks disappeared, but a large anodic peak appeared, which turned out to
be Mn2+, presumably from reduction of MnO2 in the soil. Using DPS with a
glassy carbon electrode, instead of Pt, gave somewhat improved peak definition in
studies of solutions of pine needle and bamboo decomposition products (69), but
the compounds or moieties responsible for these peaks were still not identified.

Rather than attempting to obtain interpretable voltammetry data from very
complex, otherwise uncharacterized forms of NOM, most recent work has focused
on relatively well characterized “standard” forms of NOM or fractions of NOM.
This approach is exemplified by an electrochemical study of humic acid (HA)
extracted from peat by Helburn and McCarthy (75). Using solutions of this HA
prepared in water (and other conditions summarized in Table 1) they obtained CVs
like the one shown in Figure 2A. At the switching potentials (where the sweep
is reversed), the presence of HA resulted in more current, which Helburn and
McCarthy ascribed to NOM-catalyzed oxidation and reduction of the solvent (in
this case, water). Beyond this, their CVs are essentially featureless, so they provide
no evidence for a direct redox reaction at the electrode involving the HA.

Another study on HA extract from peat reported CVs obtained in aqueous
solution but performed with working electrodes made with mixtures of Ru, Ir,
and Ti oxides deposited on a Ti substrate (76). Under the conditions of their
study (Table 1), the CVs were also essentially featureless for a range of electrode
compositions (Fig. 2B). The results do show, however, a significant effect of
working electrode composition, with the Ir doped TiO2 giving significantly greater
total current. Still, there are no features in these CVs that can be ascribed to specific
types of charge transfers between the electrode and the adsorbed organic matter.
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Figure 2. Examples of CV’s for two different humic substances under aqueous
conditions. (A) Replotted from data in (75); (B) replotted from data in (76).

Recently, the same basic electrochemical methods used in earlier work have
been used with several critical refinements to achieve considerably greater success
at characterizing the redox properties of NOM. Our approach has been to use an
aprotic organic solvent, which greatly improves the resolution and sensitivity of
voltammetry to direct electrode interactions involving NOM (77, 78). Below, we
present some new data and further refinements for our approach and compare
results with our method to those obtained by other electrochemical approaches
such as chronocoulometry with direct electrochemical reduction or mediated
electrochemical reduction with dissolved-phase electron-transfer mediators to
measure the electron accepting capacities for various NOM fractions (33).

Methods

Table 1 provides a summary and comparison of materials and conditions used
in this study vs. previously published attempts to use voltammetric methods to
characterize the redox properties of NOM.

Themain characteristics of our current method include Pt working and counter
electrodes, dimethyl sulfoxide (DMSO) as the solvent, 1.0 mM NaClO4 as the
electrolyte, and a Ag/Ag+ reference electrode. Further details and evidence for
validation of this method are given in (77, 78). One new aspect of the setup used
in this study is the comparison of two working electrode sizes: 1.6 mm dia. Pt disc
vs. 125 μm dia. Pt wire.

The NOM, and fractions of NOM, used in this study were either provided by
B. Gu (Oak Ridge National Laboratory) or were obtained from the International
Humic Substance Society (IHSS). Samples obtained from B. Gu were isolated
from raw concentrate obtained by reverse osmosis of brown water from a wetland
pond in Georgetown, SC. This concentrate (NOM-GT) was purified with a column
of cross-linked polyvinyl pyrrolidone polymer and a fraction that was enriched
in polyphenol moieties (NOM-PP) or carbonhydrates (NOM-CH) was obtained.
NOM-GT, NOM-PP, and other fractions of NOM-GT have been characterized by
UV/Vis, IR, NMR, and EPR spectroscopy (83–85). For our work, stock solutions
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of NOM were prepared by dissolving the freeze-dried materials directly into
DMSO.

Cyclic voltammetry (CV) was performed with the Pt microelectrode by
starting at –1.8 V vs. Ag/Ag+ for most of the NOM and model compounds.
Square wave voltammetry (SWV) was also initiated at this potential and ramped
toward more positive potentials. The frequency for the SWV was 100 Hz with a
step potential of 2 mV with an amplitude of 10 mV.

Results

Electrochemistry in Nonaqueous Media

The method developed by Nurmi et al. (77)—CV with a Pt disk electrode
in DMSO and minimal electrolyte—gave voltammograms with good definition
for a variety of types of NOM and NOM model compounds. They were classified
into six groups, and representative CVs for each group are shown in Fig. 3 (top
row). A detailed interpretation of these groups is given in (77), but it is sufficient
for the current purpose to recognize that they represent a progression from the
electrochemical characteristics of pure, reversible quinone/hydroquinone type
redox couples to complex materials containing a mixture of less than fully
reversible or electrode active moieties. Further study with the method introduced
in (77) was focused on NOM-PP (Category B); however, because it was the only
type of NOM that gave CVs with all of the features of a model quinone (Category
A).

In addition to the qualitative similarity between the CV of NOM-PP and
model quinones, quantitative analysis of electrochemical data presented in (77)
supports the conclusion that the redox properties of NOM-PP are dominated
by quinone-like moieties. CVs for NOM-PP and model quinones both gave
anodic/cathodic pairs of peaks with potentials (Ep) that were separated by slightly
more than 0.059 V and peak currents (ip) that were linearly related to the square
root of the scan rate (v0.5) and to analyte concentration (C). Equivalent results were
obtained regardless of electrode rotation rate. These quantitative considerations
indicate that the electrode reactions of NOM-PP and model quinones involve
similar sequential pairs of one-electron, quasi-reversible, diffusion controlled,
electron transfers (under the conditions of the method used in (77)).

Amajor limitation of the results obtained by the method used in (77) is that the
less-fractionated samples gave relatively poorly defined CVs (Fig. 3, GroupsD-F).
To improve on this, we modified our method to take advantage of the properties of
microelectrodes (still using the linear sweep waveform). The results obtained with
NOM-PP were presented and discussed previously (78), and additional data for
representatives of the other groups of materials are presented in the second row of
Fig. 3. Group A and Bmaterials show a clear shift from peaks to steps, as expected
for mass transport control at microelectrodes. The Group C-F materials also gave
CVs with steps, but the anodic and cathodic scans are still separate, suggesting
less reversibility or slower electron transfer to the working electrode. Overall,
the results obtained by CV with microelectrodes reinforced our interpretation of
the data obtained by CV with conventional-size electrodes, but this change in
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method did not significantly improve the resolution of peaks for the unfractionated
materials.

In a further effort to improve on our previous results, each representative
of Groups A-F was characterized using a microelectrode and SWV (Fig. 3, 3rd
Row). These data show the same number of peaks as the previous methods, but the
resolution of the peaks is improved in such a way that Ep and ip can be quantified
with greater confidence. This effect is most notable for NOM-GT, where SWV
revealed the largest number of peaks of any material tested. The apparent diversity
of redox-active moieties associated with NOM-GT is unsurprising because this
material comes from relatively young NOM with minimal purification. However,
this result is notable in that it highlights a fundamental difficulty with methods
of characterizing redox properties of NOM that give only a single, presumably
aggregate, measure of potential.

The quantitative aspects of the data in Fig. 3 are summarized in Fig. 4.
This representation shows peak and half-wave potentials obtained by CV with
macroelectrodes (unfilled markers) and peak potentials obtained by SWV with
microelectrodes (filled markers). For the data from CV, the line segments connect
associated values of Ep and Ep/2, thereby highlighting the association between
anodic and cathodic parts of each electron transfer peak. Note that the different
fractions of NOM give a wide range of redox potentials and that the NOM sample
with the least fractionation (NOM-GT) gives the largest range of potentials for all
the samples.

Electrochemistry in Aqueous Media

One of the major impediments to using the results of electrochemical
characterizations done with the methods described above is that they were done
in nonaqueous solvent with a Ag/Ag+ reference electrode (which is preferred in
DMSO but not in water (37)). Adjusting these data for comparison with redox
potentials under environmental conditions from first principles is not practical
because it would require corrections for multiple factors including solvation of
all the species involved in the electrode reaction, pKa’s of protic species involved
in the redox reaction, proton activity in the two solvent systems, etc. Instead, we
can use the approach of calibrating the two systems using a redox couple that is
well behaved in both systems. A redox couple that is often used for this purpose
is ferricinium/ferricenium ion (Fc/Fc+), which has a solvent independent redox
potential of 0.692 vs. SHE (86).

The correction was performed by measuring the redox potential of the Fc/Fc+
couple in DMSO vs. Ag/Ag+ and in water vs. Ag/AgCl using CV in conditions
similar to ones used to characterize the NOM samples. The results are summarized
in Fig. 5 as two scale bars used to illustrate its application to our data for NOM
and its fractions. The difference between the E1/2 for ferrocene in DMSO and in
water is 0.472 V. This difference is added to the potentials obtained in DMSO to
reflect potentials in water vs. the SHE reference electrode.
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Figure 3. Comparison of voltammograms for representative types of NOM, fractions of NOM, and NOM model compounds (Columns
A-F) obtained with three electrochemical methods (Rows). First row data from (77), second row data mostly from (78), third row data first

reported here.
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Figure 4. Comparison of potentials (Ep and Ep/2) obtained by CV and SWV for
HS and HS model compounds in DMSO. Based on a figure in (77) with new data

from (78) and this study. Definition of material abbreviations in (77).

Figure 5. Converting redox potentials obtained in DMSO to environmentally
relevant aqueous conditions.

Using this approach, we have adjusted the potentials shown Fig. 4 for
approximate comparison to other data, including standard potentials for the
major terminal electron accepting processes (TEAPs) and reduction reactions
of representative environmental contaminants. The results are plotted as a
redox ladder in Fig. 6, with TEAPs in the left column (to represent the process
that determines the overall redox conditions in an environment), NOM and
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model quinones in the middle column (to represent its role as redox mediator),
and contaminant reduction reactions in the right column (as ultimate electron
acceptors of applied environmental interest). So, for example, Fig. 6 suggests
sulfide formed under sulfate reducing conditions might reduce NOM-PP, and
the reduced form of NOM-PP (labeled PPH2 in Fig. 6) might reduce uranyl ion
(U(VI)) to less soluble U(IV) species (87) or arsenate (As(V)) species to more
soluble arsenite (As(III)) species (88).

Figure 6. Redox ladder showing the major microbial terminal electron acceptor
processes on the left, NOM and representative quinone electron-transfer

mediators in the middle, and selected contaminant acceptors on the right. The
grey bar represents the range of redox potentials obtained in this study for

NOM-GT. The unfilled symbols represent the oxidation-reduction potential of the
solution measured in Aeschbacher et al. (33).

The range of redox potentials for unfractionated NOM-GT, estimated with
data from the voltammetric methods described here, is shown as the gray bar in
themiddle column of Fig. 6. It spans a broad range (>600mV) centered a bit below
0 mV vs. SHE. The reducing end of the range (top) falls near the redox potentials
for several model quinones (anthraquinone-2,6-disulfonate, mena-quinone, and
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menadione), while the middle of the range for NOM-GT aligns roughly with the
potential for another model quinone, juglone. The redox potentials for the NOM
fraction that is enriched in polyphenolic moieties (NOM-PP) plots between the
groups of model quinone compounds.

Two additional sets of data included in Fig. 6 were obtained by methods
that are based on potentiometric titration. This approach was used in a
widely-cited early study that reported redox potentials for humic and fulvic acids
(89). However, their results (labeled HA and FA in Fig. 6) fall significantly
outside the range of more recent data, suggesting that the former are not
representative. Recently, Aeschbacher et al. (33) have studied the electron
accepting capacity of various fractions of NOMusing chronocoulometry with both
direct electrochemical reduction and with mediated electrochemical reduction
by using electron-transfer mediators, but their results also provide estimates of
NOM redox potential (for Leonardite humic acid after direct electrochemical
reduction, shown as solid circles in the middle column in Fig. 6). The range of
redox potentials represented by Aeschbacher’s data fall within the range defined
by our data for NOM-GT. Another recent study (90), reported redox potentials
(not shown in Fig. 6) for similar types of NOM that fall inside the upper end of
the range in Aeschbacher’s data.

Conclusions

The application of voltammetric methods to study the redox properties of
NOM has been variably successful, but most studies find evidence for multiple
redox-active moieties (69, 70, 73, 77). We have shown that voltammograms of
NOM in DMSO have features consistent with quinone-like moieties being the
dominant redox active groups, and this is consistent with structural, spectroscopic,
and reactivity data reported by others (e.g., (31, 50, 91–94)). However, the exact
structures of these quinone-likemoieties could span a wide range of variations, and
there are other possible redox active structures—such as organo-sulfur moieties
and complexed metals—that could be important in some samples (95).

For such complex materials, it seems unlikely that their overall redox activity
can be fully attributed to a single redox active compound or moiety and thus a
single redox potential. Data that suggests such a singular response that apparently
arises could simply be due to limited resolution under the method and conditions
of characterization (e.g., as in potentiometric titrations and the use of single OCP
measurements). Of greater interest is the possibility that distinct redox-active
compounds or moieties are difficult to resolve in NOM because (redox) coupling
among these species is characteristic of such polymeric materials. This coupling
could result in a continuum of redox potentials, corresponding approximately to
the gray band used in Fig. 5 to encompass the range of potentials measured for
NOM-GT.

Precursory versions of this hypothesis have been articulated previously (96)
but a thorough analysis of the direct evidence in support have not yet been reported.
It is, however, consistent with the voltammetric data presented here.
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Chapter 8

Pathways Contributing to the Formation and
Decay of Ferrous Iron in Sunlit Natural Waters

Shikha Garg,1 Andrew L. Rose,1,2 and T. David Waite1,*

1School of Civil and Environmental Engineering, The University of
New South Wales, Sydney, NSW 2052, Australia

2Southern Cross GeoScience, Southern Cross University,
Lismore NSW 2480, Australia

*d.waite@unsw.edu.au

Pathways contributing to the formation and decay of Fe(II) in
sunlit natural waters are investigated in this chapter with insights
drawn from both laboratory experiments and kinetic modelling.
Our results support previous findings that superoxide-mediated
iron reduction (SMIR) is the main pathway for photochemical
reduction of Fe(III) at pH 8 while light-induced ligand
to metal charge transfer (LMCT) is important in low pH
environments. Furthermore, our work shows that triplet oxygen
and photo-produced species are the main oxidants of Fe(II)
while hydrogen peroxide, a relatively stable end product of
SRFA photolysis, is not involved in Fe(II) oxidation. A kinetic
model based on these observations is presented which provides
an excellent description of the experimental results and is
consistent with observations from a wide range of studies
investigating the redox cycling of iron.

Introduction

The reduced (Fe(II)) form of iron is substantially more bioavailable than
Fe(III) due to its much higher solubility and weaker affinity for organic ligands. As
a result, researchers have given particular attention to reductive transformations
of iron (1–4) and suggested that these processes can strongly influence iron
availability in natural waters (5–8). While reductive dissolution of particulate

© 2011 American Chemical Society
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iron(III) oxyhydroxides is likely to be important in some instances (9–11), it is
from the dissolved pool that the bulk of the bioavailable iron is typically sourced.

Previous studies have shown that measurable concentrations of Fe(II)
can exist in marine surface waters. While this in part may be attributable to
biological activity (5, 12), the majority of Fe(II) is thought to arise from abiotic
photochemical reactions (13–15). Three major pathways are considered to
potentially account for photochemical reduction of dissolved Fe(III) in natural
waters. These are: reduction of Fe(III) by photochemically-produced superoxide
(O2-) (1, 2), i.e. superoxide-mediated iron reduction (SMIR); ligand-to-metal
charge transfer (LMCT) in photoactive Fe(III) species (16, 17); and direct
reduction of Fe(III) by organic radicals (e.g. semiquinone-type radicals) either
initially present in natural organic matter (NOM) or formed during irradiation of
NOM. O2- is known to readily reduce inorganic Fe(III) as well as a wide range of
iron-organic complexes (1, 18). LMCT is known to occur in some iron-organic
complexes (16, 17) and can also occur in dissolved inorganic Fe(III) at acidic pH
(e.g. in Fe(OH)2+), but LMCT in inorganic Fe(III) is negligible around neutral pH
(19). The role of organic radicals in reducing iron has not been well studied.

Although all three pathways are feasible, the relative importance of each under
particular conditions is unclear. Based onmeasurements of O2- production kinetics
during irradiation of the international standard NOM Suwannee River fulvic acid
(SRFA) with simulated sunlight combined with kinetic calculations, Rose and
Waite (2) showed that (SMIR) is probably more important than LMCT in marine
waters and also concluded that reduction of iron by organic radicals is highly
unlikely to play a significant role. It is likely however that the relative contribution
of each of these three pathways to Fe(II) production depends on solution conditions
such as the types of organic moieties present, the concentrations of these moieties,
ionic strength and pH. For example, SMIR is likely to be more important at higher
pH as the rapid rate of O2- disproportionation (self-reaction) at acidic pH (20)
would be expected to render iron reduction insignificant by this pathway.

The persistence of photochemically produced Fe(II) in natural waters will also
depend on its oxidation kinetics. Oxidation of Fe(II) in seawater is thought to
occur primarily via its reactions with triplet dioxygen (O2) and hydrogen peroxide
(H2O2) if it is present in sufficient concentration (2, 21, 22). While other oxidants
may include O2-, hydroxyl radical, and oxidizing organic radicals, these oxidants
have not been shown to be important under conditions typically encountered in
nature. Rose and Waite (2) showed that hydroxyl and oxidizing organic radicals
play a minor role in Fe(II) oxidation, while O2- may play an important role in a
LMCT dominated system due to its rapid reaction with the inorganic Fe(II) that
would be produced (23).

Our recent study of reactive oxygen species (ROS) generation during
photolysis of NOM showed that irradiation of SRFA at pH 8.1 with simulated
sunlight resulted in production of nanomolar concentrations of O2- via reduction
of O2 (24). SRFA contains a redox-active chromophore which reduces O2 to
yield O2- upon photoexcitation. Based on our experimental data as well as past
literature observations on ROS formation, we formulated a kinetic model capable
of describing the results obtained. Key features of the model (which is shown in
Table 1) are:
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• near-instantaneous establishment of a steady-state concentration of
singlet oxygen (1O2);

• a redox-active chromophore Q that, upon irradiation, facilitates donation
of electrons from SRFA to O2;

• a redox-active organic moiety A, which catalytically disproportionates
O2- in the dark, but whose catalytic activity is inhibited during irradiation
due to reaction of the reduced form of A with 1O2; and

• a radical sink for O2-, R, that results in oxidation of O2- to O2 during
irradiation, along with its uncatalyzed disproportionation.

Table 1. Kinetic model for formation of ROS from irradiation of SRFA

No. Reaction Model value Published value Refer-
ence

1 Calculated
Φ ~ 0.5%

-
Φ ~ 0.5%

(25)

2 2.4 × 105 s-1 2.4 × 105 s-1 (26)

3 1.5 × 10-3 s-1 a - (24)

4 k5 × 10-7 M-1 s-1 - (24)

5 ~1010 M-1 s-1 Diffusion limited (24)

6 (6.6 × 10-3) /(2[A]T)
M-1 s-1 b

- (24)

7 ~10 × k6 (24)

8 >> 5.3 × 103 × k6 (24)

9 3.5 × 104 M-1 s-1 c 3.5 × 104 M-1 s-1 (20)

10 7.5× 10-6 s-1 d - (24)

11 1× 105 M-1 s-1 104-109 M-1 s-1 (24)

12 1 × 103 M-1 s-1 - (24)

a Q represents the redox-active group responsible for O2- production b A represents the
redox-active group responsible for catalyzed O2- disproportionation in dark but whose
catalytic activity is inhibited during irradiation due to reaction of the reduced form of A
with 1O2 c a value of 1 × 107 M-1 s-1 was used at pH 4 as reported earlier (20) d R
represents the redox-active group that results in oxidation of O2- during irradiation

155

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

8

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Here we combine the proposed model for production of ROS with a model for
the reactions of iron species with dioxygen and ROS and use the combined model
to predict the relative importance of LMCT, SMIR and organic radical-mediated
Fe(III) reduction to photochemical Fe(II) production under conditions typical of
natural waters.

Experimental Methods

Reagents

Reagents were prepared using 18 MΩ cm resistivity Milli-Q water (MQ)
unless stated otherwise. All experiments were performed in 2 mM NaHCO3
and 10 mM NaCl solution (referred to as NaHCO3/NaCl hereafter). All pH
measurements were made on the NBS scale using a Hanna HI9025 pH meter
calibrated daily using pH 7.01 and 10.01 buffers. Adjustment of pH was
performed using 2% HCl and 2% NaOH prepared by dilution of high purity
30% w/v HCl (Sigma) and 30% w/v NaOH (Fluka puriss p.a plus) respectively.
A 2 g L-1 stock solution of standard SRFA (International Humic Substances
Society) was prepared in MQ. A 25 kU mL-1 superoxide dismutase (SOD)
stock solution was prepared in MQ and stored at -85°C when not in use. A
stock solution of 100 µM Rose Bengal (RB; Sigma) was prepared in MQ. A
0.1 M 3-(2-pyridyl)-5,6-diphenyl-1,2,4-triazine-4′,4′′-disulfonic acid sodium salt
(ferrozine; Fluka) stock solution was prepared in MQ and its pH adjusted to
8 with NaOH. Luminol reagent for total Fe(II) determination was prepared by
dissolving 0.5 mM luminol (5-amino-2,3-dihydro-1,4-phthalazinedione; Fluka)
in 1 M ammonia and adjusting the pH to 10.3 using 30% HCl. The solution
was stored in a dark bottle for at least 24 hours prior to use to reach maximum
efficiency by equilibration with atmospheric CO2 (27). A stock solution of mixed
reagent containing 200 µM Amplex Red (AR; Invitrogen) and 5000 kU L-1
horseradish peroxidase (HRP; Sigma) for H2O2 determination was prepared and
stored as described previously (28).

A 0.5 mM Fe(III) working stock in 2 mM HCl was prepared three-monthly.
The solution pH was sufficiently low to avoid hydrolysis of iron. A 4.0 mM Fe(II)
stock solution in 0.2 M HCl was prepared for Fe(II) calibration. A working 4
µM Fe(II) stock in 0.2 mM HCl was prepared weekly by 1000-fold dilution of
the 4 mM Fe(II) stock solution in MQ. The working stock pH was 3.5, which
was sufficiently low to prevent significant Fe(II) oxidation during a week, but
sufficiently high to prevent significant pH change when added to NaHCO3/NaCl
solution. Stock solutions of Fe(III)SRFA complex were prepared at pH 4 and
8 by mixing appropriate volumes of SRFA stock solution, NaHCO3/NaCl and
Fe(III) stock solution at various Fe:SRFA ratios, always ensuring that SRFA was
sufficiently in excess of Fe(III) to avoid Fe(III) precipitation. The final pH was
adjusted by addition of NaOH or HCl. SRFA concentrations investigated were 2.5
and 5.0 mg L-1 while total iron concentrations were 50, 100 and 200 nM.

All stock solutions were refrigerated in the dark at 4˚C when not in use unless
stated otherwise.
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Experimental Setup

Photochemistry experiments in which concentrations of total Fe(II) (i.e.
the sum of all inorganic and organically complexed Fe(II) species) and H2O2
were monitored in photolyzed Fe(III)SRFA solutions as a function of time were
performed in a water-jacketed 1 L glass reactor equipped with a quartz side
window. The reactor was covered with aluminum foil to exclude light and a
gas-tight lid fitted to prevent gas exchange. The reaction solution was maintained
at 25±0.5°C with a recirculating water bath. A ThermoOriel 150 W Xe lamp
(equipped with AM1 filter to simulate the solar spectrum at the Earth’s surface)
was positioned horizontally adjacent to the quartz window to illuminate a 5 cm
deep cross-section of sample.

For experiments in which the effect of SOD addition on H2O2 formation was
examined, 3.5 mL solutions containing 5 mg L-1 SRFA and 100 nM total iron were
irradiated in a quartz cuvette for 5 min. All other experiments were conducted in
the 1 L glass reactor as described above.

Measurement of Total Fe(II) Production on Irradiation of Fe(III)SRFA

Concentrations of total Fe(II) were determined using the luminol
chemiluminescence (CL) method. In this system, Fe(II) reacts rapidly with
O2 at the high pH of the CL reagent, facilitating oxidation of the reagent and
resulting in emission of CL at a wavelength of 426 nm (29, 30). Samples were
withdrawn from the photochemistry reactor using a peristaltic pump, loaded into
a 450 µL sample column, and injected into the flow cell every 2 min. The valve
configuration and PMT settings were as described previously (2). Calibration
was performed immediately after completion of experiments using the procedure
described previously (2).

Ferrozine Trapping Experiments

To investigate the role of O2- in Fe(II) generation, we measured the rate of
Fe(II) production from irradiation of 1 L of 100 nM total Fe(III) and 5 mg L-1
SRFA solution containing 1 mM ferrozine (FZ) in the absence and presence
of 50 kU L-1 SOD. Ferrozine forms a stable complex (Fe(FZ)3) with inorganic
Fe(II) that absorbs strongly at 562 nm (31). The solution was continuously
circulated through a 1 m pathlength type II liquid waveguide capillary cell (World
Precision Instruments), and the absorbance of the solution measured at 562 nm,
corrected for baseline drift by subtracting the absorbance at 690 nm (at which
no components of the solution absorb significantly) using an Ocean Optics fiber
optic spectrophotometry system. The system consisted of a broadband tungsten
halogen lamp as the light source with a USB4000 spectrophotometer configured
for use in the visible range. To account for Fe(FZ)3 formation occurring due
to processes other than light-mediated reduction of Fe(III)SRFA, the Fe(FZ)3
formation rate was also measured in the absence of light and this value subtracted
from the total measured rate.
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Note that the concentration of Fe(II) measured using FZ would be expected to
differ from that measured using luminol since FZ is present in the reactor and will
prevent oxidation of inorganic Fe(II) or weakly complexed Fe(II) via the formation
of the stable Fe(FZ)3 complex, in contrast to the luminol CL method.

Measurement of Fe(II) Oxidation by Singlet Oxygen

Decay of 100 nM total Fe(II) in the presence of 1 µM Rose Bengal (RB),
a photosensitizer that produces 1O2 with a high yield, was measured under
irradiation and in the dark at pH 4. The 150 W Xe lamp equipped with bandpass
filters to eliminate light at wavelengths < 350 nm was used as the light source.
Concentrations of total Fe(II) were determined using the luminol CL method as
described above.

Measurement of H2O2 Production during Irradiation of Fe(III)SRFA

H2O2 concentrations during photolysis of Fe(III)SRFA were quantified
fluorometrically using the Amplex Red method (32) in a Cary Eclipse
spectrophotometer using settings and calibration procedures described previously
(28). Samples for H2O2 determination at pH 8 were manually withdrawn from
the reactor every 4 min then mixed in a quartz cuvette with mixed AR-HRP
reagent solutionto yield final concentrations of 2 µM AR and 50 kU L-1 HRP. For
H2O2 determination at pH 4, 1.5 mL of sample was manually withdrawn from the
reactor every 4 min then mixed with 1.5 mL of 2 mM phosphate buffer at pH 7 in
a quartz cuvette with AR-HRP reagent to yield final concentrations of 2 µM AR
and 50 kU L-1 HRP.

Kinetic Modelling

Kinetic modeling was performed using ACUCHEM (33).

Results and Discussion

Formation of Total Fe(II) and H2O2 during Irradiation of Fe(III)SRFA at
pH 8.1

Irradiation of the Fe(III)SRFA complex produced nanomolar concentrations
of total Fe(II) and H2O2 (Figures 1 and 2). The Fe(II) concentration profile
was similar to that observed for O2- in our prior work (in which iron was
absent) with an initial peak in concentration followed by an approach to
steady-state (2, 23). Measured Fe(II) concentrations were greater with increasing
total Fe(III) concentrations, however the relationship was non-linear. The
peak Fe(II) concentration produced increased slightly with increasing SRFA
concentration; however the steady-state Fe(II) concentration was similar at
all SRFA concentrations, suggesting that SRFA affects both formation and
oxidation rate of Fe(II). The H2O2 concentration increased with increasing SRFA

158

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

8

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



concentration but did not vary with Fe(III) concentration and was similar in the
presence and absence of iron.

Figure 1. Production of total Fe(II) and H2O2 at pH 8.1 by irradiation of 5.0 mg
L-1 SRFA containing Fe(III) at concentrations of (a) 100 nM and (b) 200 nM for
1 hr followed by 15 min in the dark after the lamp was extinguished (shaded
region). Circles are experimentally measured total Fe(II) concentrations and
squares are measured H2O2 concentrations. Lines represent model values. Data

shown are the average from duplicate experiments.
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Figure 2. Production of total Fe(II) and H2O2 at pH 8.1 by irradiation of 100
nM total Fe(III) containing SRFA at concentrations of (a) 2.5 mg L-1 and (b) 5
mg L-1 for 1 hr followed by 15 min in the dark after the lamp was extinguished
(shaded region). Circles are measured total Fe(II) concentrations and squares
are measured H2O2 concentrations. Lines represent model values. Data shown

are the average from duplicate experiments.

Mechanism of H2O2 Formation and Decay at pH 8.1

Addition of H2O2 had no affect on H2O2 production during irradiation,
suggesting that H2O2 interacts negligibly with other entities in the system (data
not shown). The presence of iron had no significant (p < 0.05, using an unpaired
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two tailed t-test) effect on the net rate of H2O2 production (Figure 1), confirming
that iron plays a negligble role in production or consumption of H2O2 at pH 8.1.

We have previously shown that H2O2 production on irradiation of SRFA
occurs almost entirely via uncatalyzed O2- disproportionation (24). This also
appears to be the main pathway for H2O2 formation in the Fe-SRFA system when
iron is present, given the negligible influence of iron on H2O2 concentrations.
This was further confirmed by the observation that addition of SOD increased
H2O2 production (Figure 3).

Figure 3. H2O2 concentration after irradiation of 3.5 mL of 5 mg L-1 SRFA and
100 nM Fe(III) solution in a quartz cuvette for 5 min in the presence of varying
concentrations of SOD. Symbols are the mean and error bars are the standard

deviation from duplicate experiments.

Mechanism of Fe(II) Formation at pH 8.1

Photochemical Fe(II) formation could potentially occur in our system via
SMIR, LMCT or through photochemical production of Fe(III)-reducing organic
radicals (34, 35). Under oxygenated conditions, photogenerated organic radicals
react mostly by addition of O2 to form organic peroxyl radicals (34, 36) at diffusion
controlled rates. Recently, reduced organic radicals (represented hereafter as A-)
that are resistant to oxidation by O2 (37) and which are capable of reducing Cu(II)
to Cu(I) have also been shown to exist in SRFA in the dark (24). However, our
recent work showed that these stable radicals (A-) are oxidized by 1O2 in irradiated
solutions (24) and, as a result, would be unavailable to react with Fe(III). In view
of the apparent insignificance of this pathway, we give particular attention below
to assessing the importance of LMCT and SMIR pathways in the photochemical
system.
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To probe the importance of SMIR, we measured photochemical Fe(II)
production in the presence of 50 kU L-1 SOD, an enzyme which catalyzes O2-

decay to O2 and H2O2. We used FZ trapping of Fe(II) as a probe for Fe(II)
production in this case, because the luminol CL method involves O2- as an
intermediate and is thus not suitable for determination of Fe(II) in the presence
of SOD. Addition of SOD decreased Fe(FZ)3 production (Figure 4), confirming
that O2- is involved in Fe(II) production to some extent at least. FZ will not
necessarily trap all Fe(II) produced since it binds only free Fe(II) that is able to
dissociate from Fe(II)-organic complexes prior to oxidation of these complexes.
Previous work indicates that FZ traps about 30% of Fe(II) produced from SMIR
of Fe(III)SRFA (1), which suggests that the decrease in the initial total Fe(II)
production in the presence of 50 kU L-1 SOD is about 55%. The decrease in
total Fe(II) production in the presence of 50 kU L-1 SOD during the later stages
of irradiation is about 48% only, possibly due to loss of SOD activity during
irradiation, however this still suggests that SMIR is an important pathway for
Fe(II) production during photolysis of Fe(III)SRFA.

Figure 4. Fe(FZ)3 concentration produced during irradiation of 100 nM total
Fe(III) and 5 mg L-1 SRFA at pH 8.1 in the presence (circles) and absence
(squares) of 50 kU L-1 SOD. Data shown are the average from duplicate

experiments.

Furthermore, our earlier study (24) showed that > 200 kU L-1 SOD is required
to outcompete all sinks of O2- produced during photolysis of SRFA, suggesting
that 50 kU L-1 SOD may not be sufficient to outcompete the reaction of O2- with
Fe(III). If this is the case then the contribution of SMIR to total Fe(II) production
will be higher than the values calculated above. Thus, while we are unable to
determine the exact contribution of SMIR based on these results, we still conclude
that SMIR is the major pathway for Fe(II) production at pH 8.
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Mechanism of Fe(II) Decay at pH 8.1

Fe(II) formed from photoreduction of Fe(III)SRFA can potentially be
reoxidized in this system by dioxygen, hydroxyl radicals, O2-, H2O2 and oxidizing
organic radicals. If we assume that triplet dioxygen (O2) is the only important
oxidant, then the rate law for total Fe(II) production by SMIR is:

where kr is the rate constant for reduction of total Fe(III) by O2- and kox is the rate
constant for oxidation of Fe(II) by O2. At steady-state, equating the derivative
with respect to time to zero and applying the mass balance consideration [Fe(III)]
+ [Fe(II)] = [Fe]T:

where the subscript ss denotes steady-state.
If we assume that total [Fe(III)] ≈ [Fe(III)SRFA], total [Fe(II)] ≈

[Fe(II)SRFA], kr = 1.5 × 105M-1 s-1 (1) and kox = 150M-1 s-1 (38), then substituting
the [O2] and [O2-], calculated using the measured H2O2 generation rate assuming
that uncatalyzed [O2-] disproportionation is the main source of H2O2, in eq. (2)
we obtain [Fe(II)]ss ≈ 14.2 nM in the presence of 100 nM total Fe(III) and 5 mgL-1
SRFA. This is nearly 2-fold higher than the measured steady-state total Fe(II)
concentration (Figure 1). Similar discrepancies between measured and calculated
steady-state Fe(II) concentrations are obtained at other total Fe and SRFA
concentrations. These calculations suggest that Fe(II) oxidants other than triplet
dioxygen are present in the system. In calculating these values, we have assumed
that all of the Fe(III) and Fe(II) is present in organically complexed form and we
have ignored the contribution of LMCT to Fe(II) production. However, the total
steady-state Fe(II) concentration would be even higher if these simplifications are
invalid, given that kr for inorganic Fe(III) (1.5 × 108 M-1 s-1 (20)) is higher than
that for Fe(III)SRFA, kox for inorganic Fe(II) (13 M-1 s-1 (39)) is much lower than
that for Fe(II)SRFA and increased production of Fe(II) due to LMCT will result in
a higher steady-state Fe(II) concentration. Although we cannot calculate the exact
contribution of these oxidants to the Fe(II) decay rate, these calculations show
that these oxidants are important in the system under investigation. Below we
assess the importance of other oxidants based on our experimental observations
and reported rate constants for the reactions of Fe(II) with these oxidants.

Role of Hydroxyl Radical

Hydroxyl radicals can be immediately eliminated as a significant oxidant of
Fe(II) in the system due to their rapid scavenging by organic molecules (40) and
bicarbonate ions (41).
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Role of H2O2

In order to test the role of H2O2 as an oxidant of Fe(II) in the system
investigated, we measured the Fe(II) formation rate in the presence of added
H2O2. This had no effect on the kinetics of Fe(II) formation (Figure 5), implying
that H2O2 was a minor oxidant of both inorganic and organic Fe(II) at the
concentrations present in our system. This is consistent with the previous finding
that Fe(II)SRFA is oxidized slowly by H2O2 (38) and also in agreement with our
observation that addition of iron did not alter the kinetics of H2O2 formation.

Figure 5. Peak concentration (open bars) and steady-state concentration
(closed bars) of total Fe(II) at pH 8.1 produced during irradiation of 100 nM
total Fe(III) and 5 mg L-1 SRFA in the presence of varying concentrations of
H2O2. Peak concentrations correspond to maxima observed during the initial
phase of irradiation, and steady-state concentrations correspond to the second
phase of irradiation. Error bars represent the standard deviation of triplicate

measurement.

Role of Superoxide

As shown earlier, O2- is an important reductant of Fe(III) and contributes at
least 55% of the total Fe(II) produced during irradiation of 100 nM Fe(III) and
5 mg L-1 SRFA at pH 8.1. If O2- was also an important oxidant of Fe(II) in this
system, we would expect faster O2- disproportionation kinetics in the presence of
iron. However, this is inconsistent with the observation that H2O2 concentrations
did not vary noticeably with iron concentrations (Figure 1), suggesting that O2-

concentrations are similar in the presence and absence of iron. Thus, O2-mediated
Fe(II) oxidation appears relatively small when SMIR is important, which is in
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agreement with the results of our previous study (2). Although O2- may oxidize
Fe(II) formed via LMCT, the contribution of O2- to the overall oxidation would still
be expected to be small given the small proportion of Fe(II) formed via LMCT at
pH 8.1.

Role of Singlet Oxygen and/or Photo-Produced Organic Radicals

1O2 is produced during SRFA photolysis at substantial rates (25, 42, 43)
through the quenching of photoexcited chromophoric organic moieties within
NOM by O2, and exists at elevated concentrations in the relatively hydrophobic
microenvironment of NOM (44). Given that O2 can oxidize Fe(II), 1O2 should
be able to oxidize Fe(II) even more readily since the reaction barrier imposed by
the unusual electronic configuration of triplet oxygen will no longer be present.
To probe the importance of 1O2 in Fe(II) oxidation, we investigated the Fe(II)
oxidation in the presence of 1O2 at pH 4 where oxidation by O2 is negligibly
slow on the timescale of our experiments. 1O2 was generated by photolysis of
RB, a photosensitizer that produces 1O2 with high yield. As shown in Figure 6,
the Fe(II) concentration decreased in a solution containing RB during irradiation
but not in the dark, suggesting that 1O2 may oxidize Fe(II). Modifying eq. 2 to
account for the additional oxidation of Fe(II) by 1O2 gives:

Figure 6. Decay of Fe(II) in presence of 1 µM RB at pH 4 in irradiated (open
circles) and non-irradiated (closed circles) solution.

165

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
00

8

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



With an apparent 1O2 concentration of [1O2]app = 3.5 pM, which is comparable
to the value reported by Latch and McNeill (44) in photolysed NOM solution,
and a second order rate constant for oxidation of Fe(II) close to the diffusion-
controlled limit (~ 1 × 109M-1 s-1), we obtain [Fe(II)]ss comparable to the measured
Fe(II) steady-state concentration at all concentrations of total Fe(III) and SRFA
investigated here. Although, based on our experimental observations and kinetic
calculation, Fe(II) oxidation by 1O2 is a possibility, the assumed rate constant is
very large with significantly more work required to justify such an assumption.

Another (more likely) possibility is that organic radicals that are produced on
photolysis of SRFA may contribute to Fe(II) oxidation. Rose and Waite showed
that Fe(II) oxidation by organic radicals is important at Fe(II) concentrations > 20
nM (2), which is close to the Fe(II) concentration observed here. The presence
of semiquinone-quinone-hydroquinone type redox-active moieties have been
demonstrated in SRFA and these radicals are known to oxidize Fe(II).

Thus, based on our experimental observations, we cannot identify precisely
the nature of this additional Fe(II) oxidant but can conclude that this species is
formed on photolysis of SRFA and is short-lived in the dark.

Formation of Total Fe(II) during Irradiation of Fe(III)SRFA at pH 4

In order to further probe the importance of SMIR under various pH conditions,
we measured Fe(II) production at pH 4. As discussed previously, SMIR is likely
to be less important at low pH given that O2- disproportionates rapidly under these
conditions to yield H2O2 and O2 (20). In contrast, we expect that production of
Fe(II) via LMCT may be much less dependent on pH provided the concentration
of photoactive FeSRFA complexes is independent of pH. Thus, measurement of
Fe(II) production at low pHmay provide some insight into themechanism of Fe(II)
production under different pH conditions.

As shown in Figure 7, irradiation of Fe(III)SRFA at pH 4 produced nanomolar
concentrations of total Fe(II). The Fe(II) concentration profile at pH 4 is quite
different from that observed at pH 8 using the same concentrations of Fe(III) and
SRFA. This difference may be due to a change in Fe(II) production kinetics, a
change in Fe(II) oxidation kinetics, or a combination of the two. Although Fe(II)
oxidation by O2 and H2O2 are negligible at pH 4 (data not shown), oxidation by 1O2
and/or organic radicals may still be important (Figure 6). Assuming that 1O2 is the
main oxidant of Fe(II) at pH 4 and [1O2]app is the same as that measured at pH 8.1,
we obtain a second-order rate constant of 5 × 108M-1 s-1 for the reaction of 1O2with
Fe(II), which is close to the diffusion-controlled limit. Further, we calculate Fe(II)
production rates of 52 pM s-1 and 23 pM s-1 in the initial and steady-state phases
of irradiation respectively in a solution containing 100 nM total Fe(III) and 5 mg
L-1 SRFA. Based on the measured H2O2 production rates at pH 4 (Figure 5b), we
calculate a steady-state concentrion of total O2- (i.e. including both O2- and HO2•)
of 1.5 nM during irradiation of 100 nM Fe(III) and 5 mg L-1 SRFA assuming that
uncatalyzed O2- disproportionation (second order disproportionation rate constant
kdisp = 1 × 107 M-1 s-1 at pH 4 (20)) is the main source of H2O2. A steady-state
concentration of 1.5 nM O2- yields a Fe(II) production rate of 23 pM s-1 (based
on a rate constant of 1.5 × 105 M-1 s-1 for reduction of Fe(III)SRFA by O2- (1, 18)
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measured at pH 8). This is equivalent to themeasured Fe(II) production rate during
the later phase of irradiation, but lower than the measured rate during the initial
phase, which suggests that SMIR by itself is insufficient to explain the measured
Fe(II) production rates at pH 4 and supports the hypothesis that LMCT is important
at low pH.

Figure 7. (a) Total Fe(II) concentration and (b) H2O2 concentration produced at
pH 4 on irradiation of 100 nM total Fe(III) and 5 mg L-1 SRFA (open squares)
and 50 nM total Fe(III) and 2.5 mg L-1 SRFA (open circles) for 1 hr followed by
15 min in the dark after the lamp was extinguished (shaded region). Symbols
represent experimentally measured values while lines represent model values.
Error bars represent the standard deviation of duplicate measurements.
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Kinetic Model for Ferrous Iron Formation from Irradiation of Fe(III)SRFA

Here we couple our recently proposed model for ROS formation during
irradiation of SRFA (24) with known reactions for redox cycling of iron in the
presence of O2-. Based on the analysis presented in the previous sections, a kinetic
model for Fe(II) formation during irradiation of Fe(III)SRFA must include the
following features:

• SMIR of both inorganic and organically complexed Fe(III);
• a LMCT-mediated pathway for reduction of organically complexed

Fe(III) whose relative contribution increases with decreasing pH;
• oxidation of inorganic and organically complexed Fe(II) by triplet oxygen

and either photoproduced 1O2 and/or organic radicals; and
• complexation and dissociation of both Fe(III) and Fe(II) in the presence

of SRFA.

We now consider each of these processes in turn, with the overall kinetic
model consisting of the reactions in Table 1 and the additional reactions presented
in Tables 2 and 3.

Reduction of Fe(III) by O2-

Reactions 13 and 14 (Table 2) describe the reduction of organically-
complexed and inorganic Fe(III) by O2-. The rate constants for reduction of
inorganic Fe(III) and organic Fe(III) used are 1.5×108M-1 s-1 and 1.0 ×105M-1 s-1
respectively which are close to values reported earlier (1, 18, 45) at pH 8.1. The
rate constant for reduction of organically-complexed by O2- at pH 4 (Reaction
25, Table 3) was assumed to be same as the value determined at pH 8.1. The rate
constants for reduction of inorganic Fe(III) by O2- (Reaction 26, Table 3) at pH 4
used is same as that reported earlier (45).

Complexation-Dissociation of Fe(III)

Reaction 15 (Table 2) represents the formation of organically complexed
Fe(III) and reaction 16 (Table 2) represents the dissociation of the complex to
yield inorganic Fe(III). The rate constants used for these reactions are the same
as reported earlier at pH 8.0 (18).

The rate constants for complexation (reaction 27, Table 3) and dissociation
(reaction 28, Table 3) of organically complexed Fe(III) used at pH 4 are same as
reported at pH 8. It is important to note here that the values assigned to these rate
constants do not affect the model results much as long as most of the Fe(III) is
present in organically-complexed form.
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Table 2. Proposed kinetic model for Fe(III)SRFA reduction at pH 8.1

No. Reaction Model value Published value Refer-
ence

13 1.0 × 105 M-1 s-1 (1.5-2.8) × 105M-1 s-1 (1, 18)

14 1.5 × 108 M-1 s-1 1.5 × 108 M-1 s-1 (45)

15 6 × 106 M-1 s-1 6 × 106 M-1 s-1 (18)

16 2 × 10-6 s-1 2 × 10-6 s-1 (18)

17 150 M-1 s-1 150 M-1 s-1 (38)

18 13 M-1 s-1 13 M-1 s-1 (39)

19 ~1 × 109 M-1 s-1 - This
work

20 ~1 × 109 M-1 s-1 a - This
work

21 1.4 × 104 M-1 s-1 1.4 × 104 M-1 s-1 (38)

22 8 × 10-4 s-1 8 × 10-4 s-1 (18)

23 3.0 × 10-4 s-1 b - This
work

24 7.0 × 102 M-1 s-1 c - This
work

a Determined based on best-fit model results. b Determined based on best fit to Fe(II)
concentration data observed at pH 4. c Determined based on Fe(II) production observed
in the dark at pH 4 (data not shown).

Table 3. Proposed kinetic model for Fe(III)SRFA reduction at pH 4

No. Reaction Model value Published value Refer-
ence

25 1.0 × 105 M-1 s-1 a -

26 1.0 × 107 M-1 s-1 1.0 × 107 M-1 s-1 (45)

27 6.0 × 106 M-1 s-1 b - (18)

28 2.0 × 10-6 s-1 b - (18)

Continued on next page.
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Table 3. (Continued). Proposed kinetic model for Fe(III)SRFA reduction
at pH 4

No. Reaction Model value Published value Refer-
ence

29 ~5.0 × 108 M-1 s-1 - This
work

30 ~5.0 × 108 M-1 s-1 - This
work

31 1.4 × 104 M-1 s-1 b - (38)

32 8.0 × 10-4 s-1 b - (18)

33 3.0 × 10-4 s-1 c - This
work

34 7.0×102M-1 s-1 d - This
work

a Determined based on best-fit to experimental data at pH 8.1. b Rate constant for
formation and dissociation of Fe(III)L and Fe(II)L was assumed to be same as reported at
pH 8.1. c Determined based on best fit to Fe(II) concentration observed at pH 4.
d Determined based on Fe(II) production observed in dark at pH 4 (data not shown).

Oxidation of Fe(II) by Triplet O2

Reactions 17 and 18 (Table 2) represent oxidation of organically-complexed
and inorganic Fe(II) by O2. The rate constants for these reactions are based on
those deduced previously at pH 8.0 (38). The rate constants for oxidation of
organically-complexed and inorganic Fe(II) by O2 at pH 4 were assumed to be
negligibly small since no oxidation of Fe(II) was observed in the dark at pH 4
(data not shown).

Oxidation of Fe(II) by Photo-Produced Species

Due to uncertainity regarding the exact nature and production rates of these
photo-produced species we have, for modeling purposes, assumed that 1O2 (for
which the production rates from SRFA on photolysis is known) contributes to
Fe(II) oxidation. The possibility however that organic radicals rather than 1O2
are key Fe(II) oxidants should be noted. Reactions 19 (Table 2) and 29 (Table
3) represent oxidation of organically-complexed Fe(II) by 1O2, while reactions 20
(Table 2) and 30 (Table 3) represent oxidation of inorganic Fe(II) by 1O2. The rate
constant for oxidation of organic Fe(II) by 1O2 at pH 8.1 was determined to be
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~1 ×109 M-1 s-1 based on best fit to our experimental data, which is close to the
diffusion-controlled limit. The rate constant for oxidation of inorganic Fe(II) was
assumed to be similar to the oxidation rate constant for the Fe(II)SRFA complex,
however the model is highly insensitive to the value chosen, with similar fits
obtained for almost any value of the rate constant. A value of 5 × 108 M-1 s-1 was
used as the rate constant for oxidation of organically-complexed and inorganic
Fe(II) by 1O2 at pH 4 based on the best to fit to our experimental data. Although
the rate constant assigned for oxidation of Fe(II) by 1O2 at pH 4 is different to that
assigned at pH 8.1, it is possible that the two rate constants are same if the 1O2
concentrations are different at each pH. Both possibilities are equally consistent
with our experimental data and, as such, the correct option cannot be determined
from these data alone.

Complexation-Dissociation of Fe(II)

Reaction 21 (Table 2) and reaction 31 (Table 3) represent the formation of
organically complexed Fe(II), while reaction 22 (Table 2) and reaction 32 (Table
3) represent the dissociation of the complex to form inorganic Fe(II). The rate
constants used for these reactions at pH 8.1 are identical to those found to be
appropriate previously (18, 38). The same rate constants were used at pH 4 as
the model was insensitive to these values at pH 4.

Fe(II) Formation via LMCT Pathway

Reaction 23 (Table 2) and Reaction 33 (Table 3) represent the formation
of Fe(II) via LMCT at pH 8.1 and 4 respectively. The rate constant for the
reduction of Fe(III)L by LMCT was determined from best fit of the kinetic model
to experimental data at pH 4.

The model is able to successfully simulate the range of data collected in this
study (Figures 1, 2 and 5). Based on our experimental data and the kinetic model,
we also calculated the contribution of SMIR to Fe(II) production as function of pH
(Figure 8). We did not attempt to model the measured H2O2 data at pH 4 since the
rate constants for a number of the reactions involved in O2- production and decay
are not known.

While the model accurately simulates our experimental data and is consistent
with previous studies, uncertainty still remains with respect to some of the precise
reaction details. Firstly, the pH dependence of Fe(II) production via LMCT, if any,
is not determined here. Secondly, the involvement of organic radicals in Fe(II)
oxidation and the nature of these radicals is unclear from our study.
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Figure 8. Effect of pH on the contribution of SMIR and LMCT to Fe(II)
production in irradiated Fe(III)SRFA solution. It was assumed that the rate
of Fe(II) production by LMCT is independent of pH and is equal to the rate

determined at pH 4 from the experimental data. The Fe(II) production rate from
SMIR is equal to kr[Fe(III)L[O2-]ss where kr is the reduction rate constant of
Fe(III)SRFA by O2-. kr was determined based on best-fit to the measured Fe(II)
production rate at pH 4 and 8.1 and assumed to be constant with pH. [O2-]ss as
function of pH was determined based on the measured H2O2 generation rate
(calculated as kdisp[O2-]ss2; kdisp at each pH given by Bielski and co-workers

(20); (data not shown) at various pH.

Conclusions

Photochemical reduction of Fe(III) in the presence of SRFA results in
substantial production of Fe(II) and H2O2. The kinetics of Fe(II) production at pH
8.1 are characterized by a peak in Fe(II) concentration soon after commencement
of irradiation, followed by a gradual decline over the remainder of the irradiation
period. This is similar to the O2- concentration profile observed in the absence of
Fe(III) and suggests that SMIR is more important than LMCT at this pH. This
conclusion was supported by the observation that addition of SOD decreased
total Fe(II) production from photolysis of Fe(III)SRFA. This does not mean that
LMCT is never an important process; indeed, our data suggest that LMCT is
an important pathway for Fe(II) formation at pH 4. However it does suggest
that in many sunlit marine and freshwaters SMIR will be a major pathway for
photochemical Fe(II) production. Reduction of iron by organic free radicals does
not appear to be particularly important under the conditions investigated in this
work, though this process may be important in the absence of dioxygen.
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We have also shown that, over the range of iron and SRFA concentrations
considered, O2 and photo-produced species are the major oxidants of the photo-
produced Fe(II).

We therefore suggest that at high pH where its disproportionation is slow,
O2- is a critical intermediate controlling the speciation of iron in natural waters.
However, the kinetics of photochemical O2- production is independent of iron
concentration. Thus, sustained photochemical production of O2- will result in
relatively constant and biologically significant Fe(II) production in marine waters.
At low pH where the steady-state concentration of O2- is relatively low, LMCT
processes most likely dominate the reduction of Fe(III).
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Chapter 9

The Role of Iron Coordination in the
Production of Reactive Oxidants from Ferrous
Iron Oxidation by Oxygen and Hydrogen

Peroxide

Christina Keenan Remucal1 and David L. Sedlak2,*

1Institute of Biogeochemistry and Pollutant Dynamics, ETH, Zürich,
Switzerland

2Department of Civil and Environmental Engineering, University of
California at Berkeley, Berkeley, California 94720

*sedlak@berkeley.edu

A new picture of the Fenton reaction has emerged over the last
two decades that extends our understanding beyond the acidic
conditions studied previously. In the absence of ligands, the
reaction produces hydroxyl radical under acidic conditions and
a less reactive oxidant, presumed to be the ferryl ion (Fe[IV]),
at circumneutral pH values. Formation of complexes between
Fe(II) and organic ligands alters the reaction mechanism,
resulting in production of hydroxyl radical over a wide pH
range. As a result, iron coordination and pH determine the
oxidants produced by the Fenton reaction. Consideration
of the reactive oxidant produced by the Fenton reaction
under environmentally- and biologically-relevant conditions
is necessary to develop more effective treatment systems, to
predict the fate of iron and carbon in natural waters, and to
assess iron-mediated oxidative damage.

Introduction

Iron is the fourth most abundant element in the earth’s crust by weight and
is a physiological requirement for life. Redox cycling of iron, primarily between
the ferrous (Fe[II]) and ferric (Fe[III]) oxidation states, allows iron to serve as an

© 2011 American Chemical Society
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electron shuttle in numerous abiotic and biotic processes. The redox cycling of
iron in aquatic, terrestrial, and atmospheric systems plays a critical role in a range
of biogeochemical processes, including the oxidation of organic pollutants and
natural organic matter (NOM) (1), mineral dissolution (2), and the regulation of
iron bioavailability (3).

Under neutral and basic pH conditions, Fe(II) is thermodynamically unstable
in the presence of oxygen (O2) and is quickly oxidized to form sparingly soluble
Fe(III) (hydr)oxides. Hydrogen peroxide (H2O2), which is often present in sunlit
natural waters, also oxidizes Fe(II) quickly via the Fenton reaction. The reactions
of Fe(II) with O2 and H2O2 are important to iron redox cycling because they
can lead to the production of reactive oxidants, such as hydroxyl radical (OH•).
Reactive oxidants produced by Fe(II) oxidation are believed to be one of the main
mechanisms through which organic compounds are oxidized in acidic waters
such as cloudwater and acid-impacted streams (1, 2, 4–6).

Although OH• is often considered to be the product of the reaction of Fe(II)
and H2O2 under circumneutral and basic pH conditions, recent studies have
provided additional evidence that Fe(II) oxidation may be more complex than
previously believed and often does not result in OH• production. To explain the
oxidation reactions observed during Fe(II) oxidation, several researchers have
proposed the formation of an alternate oxidant, such as the ferryl ion (Fe[IV]),
which is more selective than OH•. Therefore, developing a better understanding
of Fe(II) oxidation reactions under circumneutral and basic pH conditions is
crucial for predicting how the iron redox cycle will affect other water constituents.

Although Fe(III) is usually the thermodynamically stable species in
oxygen-containing waters, Fe(II) is frequently detected in sunlit waters (7, 8) at
concentrations up to approximately 10-11, 10-8, and 10-4M in oceans (9), lakes (10,
11), and atmospheric waters (12), respectively. Fe(III) can be reduced by direct
photolysis of Fe(III)-complexes with electron-donating ligands, such as oxalate
(C2O42-), as well as reactions with superoxide (O2-•) and hydroperoxyl radical
(HO2•; Figure 1) (4, 6, 12, 13). In the absence of sunlight, NOM and minerals,
such as pyrite, are also able to reduce Fe(III) to Fe(II), resulting in oxidation of
the reductants and low concentrations of Fe(II) (see Chapters 6-8) (13–15).

Iron redox cycling also plays a key role in certain contaminant treatment
systems. For example, Fenton-based treatment systems rely on the production
of reactive oxidants when Fe(II) is oxidized by H2O2 in water and soil (16).
These systems typically employ high concentrations of H2O2 to facilitate
reduction of Fe(III) (Figure 2) and are often conducted under acidic conditions
or in the presence of iron-complexing ligands to limit Fe(III) precipitation (17,
18). Variations on the traditional Fenton-based approach include photo-Fenton
systems, where iron-complexes are reduced by light, and electro-Fenton systems,
where Fe(II) is produced in situ with an electrode (16). The identification of
the oxidant produced by the Fenton reaction under different solution conditions
is necessary for selecting appropriate target contaminants and predicting their
transformation products.
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Figure 1. Schematic of iron redox cycling in natural sunlit waters. Bold text
indicates processes where NOM may play a role in iron cycling. R indicates any
species (organic or inorganic) present in water that is capable of reacting with

OH• or Fe(IV). Numbers correspond to reactions in text.

Figure 2. Schematic of iron redox cycling in a Fenton-based contaminant
oxidation process, shown under acidic conditions in the dark. R represents the
target contaminant(s) and darker arrows indicate the major reactions. Numbers

correspond to reactions in the text.

In addition to its role in transforming NOM and contaminants, iron redox
cycling contributes to oxidative damage in cells. Iron-containing aerosols or
particulate matter can produce reactive oxidants in vivo when Fe(II) is oxidized
by O2 or H2O2 (19, 20). Reductants released by cells also can facilitate Fe(III)
reduction, followed by reactive oxidant production (21). A better understanding
of the oxidant produced by the Fenton reaction in vivo and its reactivity with
biomolecules is needed to predict oxidative stress.
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In this chapter, we describe the production of reactive oxidants during the
oxidation of Fe(II) by O2 and H2O2 under conditions relevant to the situations
described above. By considering the effect of complexation of Fe(II) with
common ligands, we will gain an understanding of iron redox cycling, its role
in the oxidation of NOM and contaminants, and its ability to induce oxidative
damage.

Oxidation of Fe(II) by O2

The oxidation of Fe(II) by oxygen occurs by a series of one-electron transfer
reactions that were first described by Haber andWeiss (22, 23). The initial reaction
between Fe(II) and O2 is the rate-limiting step (24, 25):

The superoxide radical anion rapidly equilibrates with hydroperoxyl radical:

The speciation of dissolved Fe(II) and Fe(III) depends upon pH and the presence
of ligands, as discussed below. For simplicity, Fe(II) and Fe(III) will represent all
dissolved ferrous and ferric iron species. Superoxide andHO2• react with Fe(II) via
a second one-electron transfer to produce HO2-/O22-, which is rapidly protonated
to hydrogen peroxide (27):

This reaction is followed by the oxidation of Fe(II) by H2O2, which is referred to
as the Fenton reaction:

In the classic Haber-Weiss mechanism, which describes Fe(II) oxidation in the
absence of OH• scavengers (e.g., organic compounds, bicarbonate), OH• produced
by reaction 4 oxidizes Fe(II):

The overall stoichiometry of reactions 1-5 results in 4 moles of Fe(II) oxidized per
mole of O2 and has been confirmed experimentally in natural waters (24, 25, 28,
29). Species present in natural waters (e.g., NOM) can compete with Fe(II) for
OH• (reaction 5), particularly in waters with lower iron concentrations, decreasing
the number of moles of Fe(II) oxidized per O2.

While OH• is often assumed to be the dominant oxidant produced by the
Fenton reaction (30), a number of researchers have invoked the production of a
more selective oxidant to explain experimental observations under circumneutral
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pH conditions (31–36). Subsequent reactions of the oxidant typically result in the
formation of Fe(III), H2O, and OH– without additional O2 consumption. Thus,
the overall stoichiometry of Fe(II) oxidation by O2 is unaffected by changes in
the mechanism of reaction 4. The identity of the oxidant produced by the Fenton
reaction and the effect of solution conditions on the reaction mechanism are
discussed below.

The rate of oxidation of Fe(II) by oxygen is strongly dependent on pH.
Below pH 4, the reaction is very slow (e.g., t1/2 ~ years in air-saturated water
(24). Between pH 4.5 and 8, reaction 1 exhibits a second order dependence on
OH- (24, 28, 29, 37, 38). Assuming an air-saturated solution at 25o C (i.e., [O2]
= 250 μM) and the absence of significant concentrations of Fe(II)-complexing
ligands, the half-life of Fe(II) in reaction 1 is approximately 45 hours at pH 6 and
30 minutes at pH 7 in the absence of catalysts, such as surfaces or microbes (25,
29). The increase in reaction rate with pH is due to hydrolysis of Fe(II) (28) into
FeOH+ and Fe(OH)20, which are extremely reactive and account for most of the
loss of Fe(II) (Figure 4) (29) despite the fact that they account for a small fraction
of the overall Fe(II) species in solution (Figure 3).

The high reactivity of hydrolyzed Fe(II) species is believed to be attributable
to changes in reaction mechanisms with oxygen that occur upon hydrolysis. The
reaction of the hexaquo species Fe(H2O)62+with O2 is described as an outer-sphere
process based on molecular orbital theory arguments (39) and Marcus theory
calculations (40–42). Although hydrolyzed Fe(II) species can also react via an
outer-sphere process at neutral pH values (39, 40), recent studies suggest the
oxidation of FeOH+ and Fe(OH)20 by O2 occurs via an inner-sphere mechanism
based on large differences between experimental rate constants and calculated
outer-sphere rate constants (41, 42).

Oxidation of Fe(II) by H2O2

The oxidation of Fe(II) by H2O2 (the Fenton reaction) has been studied since
the late 19th century (45). In addition to the oxidation of Fe(II) by H2O2 (reaction
4), H2O2 can also reduce Fe(III) (46):

The ability of H2O2 to both oxidize and reduce iron results in a catalytic cycle in
which H2O2 is converted into H2O through a series of reactions, which are referred
to as Fenton-like reactions, involving OH•, H2O2 and HO2• (16, 46). Reaction
6 is several orders of magnitude slower than reaction 4 and thus serves as the
rate-determining step in the loss of H2O2 (16, 17).

As with the oxidation of Fe(II) by O2, the rate of the reaction of Fe(II) with
H2O2 increases with pH. The reaction is independent of pH below pH 3 and
increases with increasing pH above pH 3 (43, 46, 47). The linear increase in
the rate of Fe(II) oxidation by H2O2 in the absence of Fe(II)-complexing ligands
between pH 6 and 8 (48) has been attributed to the formation of the FeOH+ and
Fe(OH)20 (Figures 4-5) (43, 47).
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Figure 3. Speciation of (a) ferrous and (b) ferric species from MINEQL+
calculations based on 1 μM Fe in the absence of ligands with Fe(OH)2(s) and

ferrihydrite considered.

Studies conducted under acidic conditions (e.g., pH <4) provide convincing
experimental evidence that OH• is produced by the Fenton reaction. Specifically,
experiments under acidic conditions have yielded similar OH• rate constants and
target compound products as systems where OH•was produced by pulse-radiolysis
(30, 49, 50). The agreement of experimental data with kinetic models using
reactions 1-6 provides additional evidence for OH• production under acidic
conditions (18, 51, 52).

Contaminant transformation rates and products in experiments conducted at
higher pH values in the absence of Fe-complexing ligands or in the presence of
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Figure 4. Fraction of contribution of Fe(II) species to total Fe(II) oxidation by
(a) O2 and (b) H2O2 using MINEQL+ speciation modeling and reaction rates

from (37, 43, 44). 

inorganic ligands, such as bicarbonate or phosphate, have yielded significantly
different results from those expected for OH•. For example, the oxidation of
arsenite (As[III]) in a thermal Fenton system was attributed to OH• under acidic
conditions, but high concentrations of OH• scavengers (e.g., 2-propanol) were
ineffective at preventing As(III) oxidation at circumnetural pH (32). Furthermore,
kinetic models that invoked OH• as the oxidant substantially over-predicted
atrazine and 1,2,4-trichlorobenzene transformation at pH > 4 (33). Similar
evidence against OH• production during Fe(II) oxidation by O2 (reactions 1-3)
was obtained in experiments demonstrating that OH• scavengers were able to
prevent As(III) oxidation at pH 3-4, but not pH >5 (32). In a similar Fe(II)/O2
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system, a non-selective oxidant (e.g., OH•) was capable of oxidizing methanol,
ethanol, benzoic acid, and 2-propanol at pH 3-5, whereas the oxidant produced
at pH 6-9 was only able to oxidize methanol and ethanol (34, 35). Additional
evidence against production of OH• under neutral conditions was obtained in a
photo-Fenton system in which the yield of OH• quantified using benzene as a
probe compound at circumneutral pH. Under these conditions, the yield of phenol
was much smaller than predicted based on the rate of the photo-Fenton reaction
determined by monitoring H2O2 concentrations (36). Collectively, these studies
indicate that the transformation of organic compounds and reduced metals cannot
be predicted if OH• is assumed to be the only product of the Fenton reaction at
circumneutral pH values.

There are several possible explanations for the discrepancy between
predicted and observed target compound transformation in Fenton systems
under circumneutral pH conditions. One possibility is that the target compound
transformation mechanism is pH-dependent. According to this explanation,
the intermediates produced by the reaction of the compound with OH• at
circumneutral pH values re-form the parent compound in subsequent steps, rather
than going on to form the oxidized product. Although the intermediates produced
by the reaction of OH• with aromatic compounds can be reduced (53), this
pathway does not expain the observed pH-dependence of the oxidant produced
in Fenton systems because experiments with compounds such as benzene and
phenol in which OH• is formed by H2O2 photolysis do not show decreased product
yields at circumneutral pH values (54–56).

Figure 5. Fe(II) oxidation rate by O2 and H2O2 when complexed with selected
ligands (6, 43, 44).
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A second explanation is that a carbon-centered radical (C•) produced when
OH• reacts with a target compound is subsequently reduced by a metal ion (e.g.,
Fe2+) back to the parent compound (30, 49). However, the relative rates of
reactions of carbon-centered radicals with O2 and Fe2+ (e.g., ~109 M-1s-1 and
~105 M-1s-1 with the radical produced by phenol oxidation, respectively; (57)) are
too fast for the back-reaction with Fe2+ to be important in air-saturated waters.
While it is likely that the Fe(II) hydrolysis species are more reactive with C• than
Fe2+, the rate of reaction for FeOH+ would need to be substantially greater than
the diffusion-controlled maximum bimolecular rate constant (i.e., 1010 M-1s-1)
for the hydrolyzed species to compete with O2 for C• (calculated at pH 7 with
[Fe]tot=100 μM). Similar rates of reaction have been reported between O2 and
carbon-centered radicals produced by the oxidation of other compounds, such as
formate (58), suggesting that reduction of the radicals by Fe(II) is not responsible
for the decreased oxidant yield at higher pH values.

A third possibility is that the reactive oxidant produced by the Fenton reaction
depends on solution conditions. According to this explanation, a transient metal
peroxide species forms as the first step in the reaction between Fe(II) and H2O2:

The existence of such a complex is supported by thermodynamic calculations
indicating that most transition metal complexes (e.g., FeOH+) react with H2O2 via
an inner-sphere electron transfer mechanism (31, 59, 60), as well as spectroscopic
data (17) and density functional theory calculations (61). In the next step, the
peroxide dissociates to form OH• (reaction 8) or an Fe(IV) species (reaction 9)
(59):

According to this mechanism, the relative rates of reactions 8-9 determine which
reactive oxidant is formed. Similar to the speciation-dependent reaction of Fe(II)
with O2 (41), it is possible that the inner-sphere reaction of FeOH+ with H2O2
forms Fe(IV), whereas the outer-sphere reaction of uncomplexed Fe2+ with H2O2
forms OH•. The ferryl ion species formed in reaction 9 may also react with water
to produce OH• (Scheme 1) (32, 60).
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Scheme 1. Summary of possible reactions involved in the thermal Fenton reaction
with simplified notations used for the iron complexes. Either the Fe(IV) species
or the hydroxyl radical may oxidize a substrate, R. Adapted from (59, 60, 62).

The formation of Fe(IV) is noteworthy because it is a more selective oxidant
than OH•. Hydroxyl radical reacts at near diffusion-controlled rates with many
organic and inorganic compounds (63), giving it low selectivity and an extremely
short lifetime in solution. The low selectivity of OH•means that other compounds
typically present in water, including NOM, bicarbonate, and Fe(II), can compete
with contaminants for OH•. Fe(IV) is considered to be a weaker oxidant than
OH• based on standard reduction potentials (64). As a result, Fe(IV) has a much
longer lifetime in solution (e.g., ~2 s in the absence of H2O2 compared to ~μs
for OH• under similar conditions; (60)). Unfortunately, few studies have been
conducted on the reaction of Fe(IV) with organic compounds and the available
measurements of rate constants for Fe(IV) reactions with organic compounds have
been conducted under acidic conditions where the reaction of Fe(II) and ozone
was used to produce Fe(IV) (62, 65). While the lower reactivity of Fe(IV) limits
its utility for the oxidation of many organic compounds, its selectivity could make
Fe(IV) a more effective oxidant for As(III) and other contaminants with which it
appears to react quickly (32, 66).

Although it is difficult to distinguish between OH• and Fe(IV) by direct
observations (16, 31, 49), the inability to predict target compound oxidation based
on reaction 4 and the related steps in the Haber-Weiss mechanism is noteworthy
and implies that each molecule of H2O2 consumed does not always produce
OH• in Fenton systems. These observations have significant implications for
interpreting the effect of Fe(II) oxidation on organic compound transformation
under environmentally-relevant conditions and in remediation systems, as
discussed below.

Role of Ligands and Surfaces
In Fenton-based oxidation systems used for contaminant oxidation,

iron-complexing ligands are often added to increase Fe(III) solubility and enhance
the rate of H2O2 activation via reactions 4 and 6 (67, 68). Furthermore, some
of the dissolved Fe(II) and Fe(III) in natural waters may be complexed by
naturally-occurring ligands. In addition to increasing iron solubility, complexation
changes the reduction potential of iron and can create a labile coordination
position capable of forming an inner-sphere complex with O2 or H2O2 (69,
70). This shift in coordination can accelerate the rates of Fe(II) oxidation by
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O2 (reaction 1) (70–72) and H2O2 (reaction 4) (6, 68, 69). Chelates in which
oxygen atoms serve as the ligand (e.g., C2O42-) stabilize Fe(III) and tend to
accelerate Fe(II) oxidation (72), whereas chelates with nitrogen or sulfur atoms
(e.g, porphyrins) often have the opposite effect.

Although the yield of transformation products produced by the reaction of
H2O2with iron in the absence of ligands (33, 34, 60) or in the presence of inorganic
ligands, such as carbonate (17, 32, 36) and phosphate (35), is inconsistent with
significant production of OH• at circumneutral pH, target compound oxidation in
the presence of certain organic ligands is consistent with OH• production (73).
For example, the yield of acetone from 2-propanol oxidation in the presence of
Fe(II) and O2 increased from≪1% in the absence of ligands at pH 7 to 28.8%
and 21.4% in the presence of oxalate and NTA, respectively (34, 73, 74), which
is consistent with the expected stoichiometry of one OH• produced for every
3 Fe(II) oxidized (reactions 1-3). Furthermore, the relative oxidation rates of
anisole and nitrobenzene in a photo-Fenton system containing oxalate or citrate
were consistent with OH• production as predicted by rate constants measured
by pulse radiolysis (75). Collectively, these studies provide evidence for the
presence of OH• production via reactions 1-4 when iron is complexed by ligands
such as oxalate, citrate, and NTA.

There are conflicting reports on the nature of the oxidant produced
when Fe(II)-ethylenediaminetetraacetate (EDTA) complexes react with O2 or
H2O2. Some researchers have found evidence for the production of Fe(IV)
at circumneutral pH values using probe compound transformation (67, 72,
76) and electron paramagnetic resonance (77). Others have observed reduced
yields for target compound oxidation (73) and lower signals in spin-trapping
studies (78), which they attributed to a mixture of OH• and Fe(IV). The oxidant
produced by EDTA-chelated Fe(II) appears to be sensitive to numerous solution
conditions, including pH, the ratio of EDTA:Fe, the presence of surfaces, and the
concentrations of O2 or H2O2.

NOM is heterogeneous and contains many different functional groups that
could affect iron speciation and redox cycling. Its tendency to complex iron is
most likely dominated by its numerous carboxylate groups (13, 79). In general,
terrestrially-derived NOM accelerates Fe(II) oxidation by O2 in freshwater (10,
13) and seawater (80), as expected for carboxylate ligands. The effect of NOM
on reaction 4 is pH dependent; Suwannee River fulvic acid (SRFA) increases
the rate of Fe(II) oxidation by H2O2 at pH 5 (13), has no effect at pH 7 (36),
and decreases it at pH 8 (81). At these higher pH values, the rates of oxidation
of the hydrolysis species (Figures 4-5) and other inorganic species (e.g., FeCO3)
are likely to dominate the observed rates, decreasing the importance of Fe-NOM
complexes (10, 44). Thus, NOM appears to accelerate the rates of Fe(II) oxidation
primarily at pH values below 7.

Few studies have investigated the product of the Fenton reaction in the
presence of NOM under conditions found in natural waters. Fe(II) complexed
by carboxylate groups on NOM are expected to alter the product of the Fenton
reaction at circumneutral pH in the same ways as oxalate and NTA (i.e., they
would favor OH• production). However, in experiments with SRFA at pH 7, in
which the oxidation of benzene to phenol was used to quantify the OH• production
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rate by reaction 4, the observed phenol production was only 26±13% of the value
expected based on observed Fe(II) and H2O2 consumption rates (36), indicating
the formation of an alternate oxidant. An EPR study with Fe-loaded humic acids
at pH 7 found evidence for OH• production only at very high H2O2 concentrations
(e.g., 1 mM) and evidence of an alternate oxidant, such as Fe(IV), when reactions
1-3 served as the source of H2O2 (82). While additional studies are needed to
fully elucidate the effect of NOM on the Fenton reaction, the available data
suggest that OH• is not formed stoichiometrically from the reaction of H2O2 with
NOM-complexed Fe(II) under all conditions.

The presence of ferric iron has important implications for the oxidation of
Fe(II) in oxygen-containing waters. Ferric iron undergoes hydrolysis and has
very limited solubility at circumneutral pH values (Figure 3). Although Fe(II)
is relatively soluble in homogenous solutions, ferrous iron can co-precipitate with
Fe(III) oxy-hydroxides at pH values above 3 (17). The presence of surfaces, such
as Fe(III) precipitates, also may accelerate the reaction of Fe(II) and O2 (reaction
1) (38, 83).

Most investigations into the reaction of H2O2 with surface-bound iron have
been conducted in Fenton systems intended for contaminant remediation, where
the concentrations of H2O2 are quite high (e.g., > mM). In such a ferrihydrite/H2O2
system at pH 4, the presence of OH• as the main oxidant was inferred by
comparing relative decomposition rates of probe compounds (18, 84). The
efficiency of OH• production by heterogeneous Fenton-based processes at higher
pH values is extremely low; generally the ratio of contaminant transformed to
H2O2 consumed is≪1% (85–88). One explanation for the observed inefficiency
is that the majority of OH• reacts with the iron surface before diffusing into
solution (85, 86). An alternate explanation is that H2O2 is reduced directly to
O2 through a two electron transfer nonradical pathway on the iron surface (18,
87), possibly accompanied by oxidation of Fe(II) to Fe(IV) (88, 89). More
research is needed to establish the H2O2 decomposition reaction mechanism in the
presence of iron-containing surfaces, particularly under environmentally-relevant
conditions where iron oxides could be important sinks for H2O2 (85).

Examples of Iron Redox Chemistry in Aerobic Systems

Sunlit Waters and Carbon Cycling

The photolysis of natural waters produces Fe(II) through ligand-to-metal
charge transfer reactions of Fe(III)-complexed by polycarboxylate moieties on
NOM and by reactions of Fe(III) with photoproduced reducants (e.g., O2-•; Figure
1) (1, 6, 13). In the absence of sunlight, NOM can slowly reduce Fe(III) through
reactions with redox-active functional groups, such as quinone moieties (13, 14,
50), but the rates of these dark processes are substantially slower than those of
the light-driven processes.

The reactions of photoproduced Fe(II) with O2 and H2O2 can lead to oxidation
of trace organic pollutants or NOM, provided that the oxidants produced during
Fe(II) oxidation react with the organic compounds. As described above, the
coordination of iron varies with pH (Figure 3) and therefore the production of
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oxidants is expected to shift as pH increases. As an example, consider sunlit
waters with pH values of 5 and 7 and two different concentrations of NOM.
Assuming that the rate of the photo-Fenton reaction (RFenton) is ~100 nM/hr (36)
and that NOM is the major oxidant sink for OH• (1, 90), the steady-state OH•

concentration can be calculated according to (36):

where kOH•NOM is 2.5 x 104 L mg-1s-1 (91) and fOH• is the fraction of H2O2
converted to OH• in reaction 4. Assuming that the Fenton reaction produces
OH• stoichiometrically at pH 5, [OH•]ss is approximately 10-15 and 10-16 M in
the surface of a sunlit water with 1 and 10 mg/L NOM, respectively. An organic
contaminant (R) would have a half-life of 1 and 12 days due to Fenton-produced
OH• under these conditions if kOH•R is 6 x 109 M-1 s-1 (63).

At pH 7, iron speciation has a significant effect on the formation of OH• by
reaction 4. In NOM-rich water (10 mg/L), only about 25% of the photo-Fenton
reaction appears to form OH• (36), giving [OH•]ss of 10-17 M and a contaminant
half-life of ~50 days if all of the Fe(II) is associated with NOM. Assuming
that the yield of OH• from reaction 4 is <1% at lower NOM concentrations, the
contaminant half-life due to Fenton-produced OH• is >120 days at circumnetural
pH. The production of an alternate oxidant (e.g., Fe[IV]) by the photo-Fenton
process could lead to significant contaminant transformation (t1/2 <30 days),
provided that the contaminant is capable of reaction with Fe(IV) at rates that are
104 times higher than NOM, where kFe(IV)R is in M-1 s-1, kFe(IV)NOM is in L mg-1s-1,
and NOM is 1 mg/L.

The effect of photo-Fenton processes on carbon cycling also will vary with
pH and iron speciation. The photolysis of natural waters can lead to mineralization
of NOM through nitrate photolysis, photo-Fenton reactions, and direct NOM
photolysis (90, 92–94). Under conditions where a significant fraction of the
photo-Fenton reaction produces OH• (e.g., low pH or high NOM), the yield of
OH• from this pathway is comparable to nitrate photolysis (OH• production by 0.1
mM nitrate = 70 nM/hr; (1)) and both mechanisms will be important for NOM
oxidation. At circumneutral pH or in low-NOM waters, OH• production through
Fe(II)-mediated processes will be negligible. The impact of other oxidants
produced by Fe(II) oxidation, such as Fe(IV), on the mineralization of NOM is
difficult to predict without a better understanding of the NOM transformation
mechanisms.

H2O2-Based in Situ Chemical Oxidation

In situ chemical oxidation (ISCO) systems with H2O2 employ naturally
present Fe-bearing minerals in soils to initiate Fenton-like production of reactive
oxidants (reactions 4 and 6). However, only a small fraction of the H2O2 added is
converted into oxidants that are capable of transforming recalcitrant contaminants
at circumneutral pH (86, 88, 95). While oxidant scavenging by the iron oxide
surfaces may partially account for the inefficiency of oxidation production (85,
86), the production of a more selective oxidant by the Fenton reaction in ISCO
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systems is possible (88) and could limit the susceptibility of contaminants to
remediation at neutral pH values. It is possible that altering the iron coordination
environment can significantly increase OH• production. For example, OH• yields
in silica-iron oxides and silica-alumina-iron oxides were ~20 and ~60 times higher
than other Fe(III)-oxides at pH 7 (88). More research is needed to understand the
role of iron complexation with silica and alumina in OH• production and to predict
the efficacy of ISCO systems when different types of Fe-containing minerals are
present. Such an approach could enable better selection of appropriate soils and
contaminants for treatment by ISCO.

Biological Systems

The nature of the reactive oxidant produced by the Fenton reaction has
important implications for oxidative tissue damage caused by iron-containing
particles. For example, aerosol particles can contain considerable amounts
of Fe(II), particularly under acidic conditions (19, 20). Upon inhalation, the
increase in pH that occurs when acidic aerosols encounter well-buffered lung fluid
will result in the rapid oxidation of Fe(II) accompanied by a burst of oxidants
(reactions 1-4). In addition, biomolecules, such as glutathione (21), contribute
to the iron redox cycle by reducing Fe(III) to Fe(II). Although OH• is usually
evoked as the oxidative stress-inducing oxidant produced by iron-containing
particles (e.g., nanoparticles (96)), iron speciation is likely to be very different in
vivo than in the environment and the effect of this speciation on the product of
reaction 4 has not been fully considered. Furthermore, high-valent iron species,
such as Fe(IV) are known to play a role in numerous enzymatic reactions (97).
Damage to biomolecules and cells, including lung cells, has been attributed to
Fe(IV) produced via reaction 4 (35, 98, 99), indicating that oxidants other than
OH• can be responsible for oxidative damage.

Conclusions

The iron redox cycle is an important source of reactive oxidants in numerous
systems, including sunlit natural waters, contaminant oxidation systems, and
human lungs. Contrary to what is often assumed, the oxidation of Fe(II)
by H2O2 does not always produce exclusively OH•. The oxidant produced
when H2O2 decomposes is sensitive to solution conditions, such as pH and
iron coordination. As a result, the potential for oxidation of NOM, organic
compounds, and biomolecules is frequently overestimated, especially under
circumneutral conditions. One possible explanation for the lower-than-expected
production of OH• is that outer-sphere reactions between Fe(II) and H2O2 yield
OH•, while inner-sphere reactions yield an alternate oxidant, such as the ferryl
ion. While it is difficult to directly distinguish between OH• and Fe(IV) through
direct observation, the discrepancies in H2O2 loss rates and target compound
transformation yields implies that the oxidation of organic compounds cannot be
predicted by assuming that the Fenton reaction produces stoichiometric yields of
OH•, especially under circumneutral pH conditions. Further research is needed to
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conclusively establish the identity of the oxidant produced by the Fenton reaction
under circumneutral pH conditions, to identify factors influencing the yield, and
to determine the reactivity of the oxidant with target contaminants and compounds
present in natural waters, particularly NOM.
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Chapter 10

TiO2 Photocatalysis for the Redox Conversion
of Aquatic Pollutants

Jaesang Lee,1 Jungwon Kim,2 and Wonyong Choi*,2

1Water Environment Center, Environment Division, Korea Institute of
Science and Technology (KIST), Hawolgok-dong, Seongbuk-gu, Seoul,

Korea
2School of Environmental Science and Engineering, Pohang University of

Science and Technology (POSTECH), Pohang 790-784, Korea
*wchoi@postech.edu

Photo-induced redox chemical reactions occurring on irradiated
semiconductor surfaces have been utilized for the purification
of water contaminated with various inorganic and organic
chemicals. Here, we focus on TiO2 as the most popular
photocatalyst and briefly describe its characteristics and
applications mainly in relation with the photochemical redox
conversion of aquatic pollutants. The photoexcitation of
TiO2 induces electron-hole pair formation and subsequent
charge separation/migration/transfer leads to the production of
highly reactive oxygen species (ROS) such as OH radical and
superoxide on the surface of TiO2. Aquatic organic pollutants
subsequently react with ROS, holes, or electrons, and they
undergo a series of redox chemical reactions, eventually leading
to mineralization. The photo-induced ROS generation on TiO2
is exploitable for bacterial/viral inactivation as well, while TiO2
particles at the nano- and microscale possibly induce adverse
biological effects in the absence of light. Photo-induced redox
reactions on TiO2 can also transform a variety of inorganic
pollutants such as oxyanions (arsenite, chromate, bromate, etc.),
ammonia, and metal ions. On the other hand, the photocatalytic
degradation mechanism can be actively controlled bymodifying
the surface of TiO2 to change the products. For example,
the photocatalytic degradation of phenolic compounds can
be accompanied by the simultaneous production of hydrogen
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when the surface of TiO2 is modified with both platinum and
fluoride. Finally, the photocatalytic activity of TiO2 is highly
dependent on the kind of substrates and the activity assessed
with a specific test substrate is difficult to generalize. Therefore,
the photocatalytic activities of TiO2 should be assessed using
multiple substrates to obtain balanced information.

Introduction

The photocatalytic activity of TiO2 has been comprehensively explored
and utilized in a variety of science and engineering sectors because it offers
feasible ways to harness (solar) photon energy to drive various chemical redox
reactions (1–5). TiO2-mediated photocatalytic redox reactions have versatile
applications, which include the degradation of pollutants in water and air (6–8),
solar fuel production (9–11), lithography (12, 13), metal ion recovery (14),
corrosion protection of metals (15, 16), organic photosynthesis (17–19), and
inactivation of pathogenic microorganisms (20–22). In particular, much attention
has been paid to the use of TiO2 as an environmental photocatalyst that purifies
contaminated water and air. The photo-induced production of reactive oxygen
species (ROS) on TiO2 enables the effective decontamination of hazardous
substrates, which has shown great potential as an advanced oxidation process
(AOP). The practical merits such as high oxidation power of holes, photochemical
and chemical stability, abundance and easy availability, and low material cost
have established TiO2 as the most popular environmental photocatalyst among
many semiconducting materials. While nanoparticles such as CdS and ZnO
cause adverse biological effects, chemical inertness, photochemical stability, and
non-toxicity of TiO2 make it environmentally benign and practicable; otherwise
unwanted release of TiO2 would induce hazardous impact on the environment
and human health. The use of TiO2 is not limited to photocatalysis but is also
widespread in many industrial sectors dealing with paints, paper, cosmetics,
pharmaceuticals, optics, catalysis, and even foods (23, 24).

The photo-induced excitation of electron-hole pairs and the subsequent
hole migration to TiO2 surface lead to the production of surface-trapped valence
band (VB) holes or surface-bound OH radicals. Alternatively, conduction band
(CB) electrons can migrate to the surface and react with dioxygen to produce
superoxide (or hydroperoxide) radicals. Such a photochemical production of ROS
with strong oxidizing power is the basis of remedial action of TiO2 photocatalysis
(1, 25). An outstanding merit of TiO2 photocatalysis is that the generation of
ROS is enabled in ambient conditions and in any medium without the need
of chemical oxidants except O2 as long as photons are available. As a result,
the photocatalytic remediation processes exhibit multi-phasic characteristics so
that they can be applied to dry environments (air and solid) as well as aquatic
environment (26–30). TiO2 photocatalyst has been also successfully applied
as self-cleaning and superhydrophilic material that continuously oxidizes and
removes the organic contaminants deposited on its surface (31, 32).
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The superior properties of TiO2 photocatalysis motivated the environmental
research community to investigate it as a practical remediation technology. The
number of research papers published on the subject of “TiO2 photocatalysis” is
continuously increasing every year although this field of study has been established
with almost 30 years of research effort (see Figure 1). The photocatalytic
remediation technology is continuously attracting researchers’ interest from both
academia and industry and still demands deeper understanding, improvements
and breakthroughs in both science and engineering aspects. Research on TiO2
photocatalysis is related to diverse subjects that include: kinetics and mechanisms
for photocatalytic reactions; synthesis and characterization; modification and
fabrication of photoactive composites; surface science and photoelectrochemistry;
transient spectroscopic studies of charge recombination/transfer dynamics;
photoreactor design and optimization of operation parameters. This chapter
presents the use of TiO2 photocatalysis in the redox conversion of aquatic
pollutants.

Figure 1. Annual number of papers published in the subject area of “TiO2
photocatalysis”. The literature search was carried out at the Scopus website

(www.scopus.com) using the key word “TiO2 photocatal*”.

General Principle of TiO2 Photocatalysis and the Redox
Characteristics

TiO2 can absorb a photon with energy that exceeds its bandgap energy
(3.2 eV for anatase) to produce a charge pair consisting of a CB electron
and a VB hole. The resulting charge separation recombines with a release
of heat (or luminescence) or migrates to the surface to induce the interfacial
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charge transfer which triggers diverse redox reactions (see Figure 2). Such a
photo-induced charge transfer can occur on any semiconductor surface as long
as the charge transfer is energetically allowed. Figure 3 compares the bandgap
and band edge position of various semiconductors along with the important
reduction potentials in air-equilibrated water where the main electron acceptor
and donor is O2 and H2O (or OH-), respectively. It should be mentioned that
the standard reduction potentials shown in Figure 3 are for the homogeneous
solution. The exact reduction potentials in the presence of the semiconductor
surface are unknown and can be different from the homogeneous counterpart.
Therefore, the quantitative comparisons between the band edge potentials and the
aquatic reduction potentials involving O2 and H2O should be made with caution.
Nevertheless, the energy level diagram of Figure 3 should serve as a guideline for
understanding the photo-induced charge transfer at the semiconductor interface.
Since the spontaneous electron transfer takes place downward (from negative to
positive direction) in the energy level diagram, the more negative CB position and
the more positive VB position have the higher driving force for photo-induced
(following the bandgap excitation) interfacial charge transfer.

In terms of the energetics, TiO2 has CB/VB positions that enable both the
electron transfer to O2 and the hole transfer to H2O, which makes TiO2 suitable
as an aquatic photocatalyst. Other metal-oxide semiconductors like ZnO, SnO2,
WO3, and Fe2O3 can be compared with TiO2 but they are less favorable as an
aquatic photocatalyst. ZnO is very similar to TiO2 in its bandgap and band position
but is not stable enough in water and may undergo dissolution under acidic and
irradiated conditions. The bandgap of SnO2 is too wide to be activated by sunlight
and its lower CB position does not allow the use of O2 as an electron acceptor.
WO3 and Fe2O3 have smaller bandgaps which can absorb more solar light but their
CB positions that are more positive than the reduction potential of O2 make them
unsuitable as an aquatic photocatalyst. In general, wide bandgap semiconductors
like TiO2 and ZnO have higher driving force for the photo-induced redox reactions
but require the presence of UV instead of visible light. On the contrary, smaller
bandgap semiconductors like CdS and Fe2O3 absorb more solar light but their
photo-induced redox power is limited. The narrow-bandgap semiconductors are
often quite unstable and suffer from photocorrosion in aquatic environments.

The successful performance of aquatic photocatalysts should depend on the
ability to generate highly reactive radical species in water under light-irradiated
conditions like other AOPs. The greatest merit of semiconductor photocatalysis as
an AOP is that it produces the oxidizing radicals in the ambient condition without
any extra chemicals. While other photochemical AOPs like H2O/VUV (vacuum
UV) (33), H2O2/UV (34, 35), O3/UV (36–38) require expensive photons (VUV or
UVC) and/or the chemical oxidants (e.g., H2O2, O3, persulfate) as precursors of
ROS, TiO2 photocatalysis can activate ambient H2O and O2 indirectly to generate
ROS under sunlight or artificial UV light.
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Figure 2. Photo-induced redox reactions and the generation of ROS occurring
on the irradiated surface of TiO2 photocatalyst.

Figure 3. Energy-level diagram showing the bandgaps and CB/VB edge positions
of various semiconductors and the selected aquatic redox potentials (at pH 0).
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Figure 2 illustrates various photo-induced reaction pathways occurring on the
TiO2 surface. The VB holes can react with the surface-bound hydroxyl groups or
adsorbed water molecules to generate OH radicals (reaction 1), which initiate the
fast and non-selective oxidative degradation of organic pollutants. On the other
hand, the CB edge positions are also critical in the generation of OH radicals
because the CB electrons should be efficiently scavenged by O2 (reaction 2) to
retard the charge pair recombination. The further reduction of the superoxide by
CB electron can provide an alternative pathway that leads to the generation of OH
radical as Figure 2 shows.

The lower CB edge of TiO2 at pH 7 is -0.5 VNHE that does provide a sufficient
potential to reduce O2 [E0 (O2/O2•-) = -0.33 VNHE and E0(O2/HO2•) = -0.05 VNHE].
The CB potential is pH-dependent and shifts to the negative direction by 59 mV
with increasing one unit of pH (Nernstian behavior) (39). Therefore, the driving
force of the CB electron transfer to the O2/O2-• couple (with pH-independent
potential) increases with pH while that to the O2/HO2• couple (with pH-dependent
potential) is independent of pH. The resulting ROS (mainly hydroxyl and
superoxide radicals) subsequently initiates the oxidation reactions of aquatic
pollutants.

Figure 4 compares the UV/visible absorption spectra of various precursors
of ROS (O2, H2O, H2O2, and O3) with the absorption profile of TiO2 and the
terrestrial solar radiation spectrum. The direct photolysis of H2O and O2 that leads
to the generation of ROS (e.g., OH• and O•) requires VUV photons (λ < 200 nm)
that are expensive and not easily available (33). The addition of H2O2 or O3 as an
external precursor of ROS requires less energetic photons (UVC region: 200-280
nm) but even UVC light is completely absent in the solar spectrum. The UVC
photolysis of H2O2 yields OH radicals with a quantum yield of 0.5 (33–35) and
that of O3 in aqueous media results in in-situ production of H2O2which eventually
converts to OH radicals (33, 37, 38, 40). The homogeneous photochemical water
treatment processes work in the short UV wavelength regions and are confronted
with the high cost for maintenance and artificial light source development. On
the other hand, TiO2 photocatalysis is based on the indirect sensitization of H2O
and O2 through bandgap excitation, which needs lower energy photons than
the UVC-based processes. The photocatalytic activity of TiO2 that generates
OH radicals under sunlight (see the spectral overlap in Figure 4) makes it a
cost-effective AOP. The overall efficiency of photocatalysis can be greatly
enhanced if TiO2 can absorb and utilize visible light which accounts for about
a half of solar energy. The modification of TiO2 by impurity dopants such as
transition metal ions, nitrogen, and carbon has been established as a popular
method for the development of visible light active photocatalysts (41–43). Other
methods of visible light activation of TiO2 include dye sensitization (44–46),
surface complexation (47, 48), and coupling with narrow bandgap semiconductors
(49–51).
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Figure 4. UV-visible absorption spectra of common precursors of ROS
compared with the absorption of TiO2 (and N-doped TiO2 (e.g., TiO1.997N0.003))

photocatalyst and the terrestrial solar spectrum.

Photocatalytic Conversion of Organic Contaminants

The production of OH radical on the UV-illuminated TiO2 surface initiates
the oxidative degradation of organic compounds and the subsequent oxidation of
intermediates leads to their mineralization to CO2, H2O, and inorganic ions (e.g.,
halide, sulfate, and nitrate). Being one of the most powerful oxidants, OH radicals
react non-selectively with most organic substances. The reaction mode of OH
radicals can be largely classified into three categories: (i) H-atom abstraction from
a C-H bond, (ii) addition to a double bond, and (iii) addition to an aromatic ring, all
of which lead to the generation of carbon-centered radicals that subsequently react
with O2 at a diffusion-controlled rate (reaction 3). The resulting peroxyl radicals
further react and degrade into CO2.

Based on this photo-induced radical chemistry, TiO2 photocatalytic oxidation can
be applied to a variety of organic pollutants and a few selected examples are
described below.

Tetramethylammonium hydroxide (TMA), used as a silicon etchant in
semiconductor manufacturing process, is known to be very recalcitrant under
the conventional water treatment processes (e.g., bioremediation and ozonation).
TiO2 photocatalysis successfully degraded TMA (52) along with the formation of
(CH3)3NH+, (CH3)2NH2+, CH3NH3+, NH4+, NO2-, and NO3- as intermediates and
products (Figure 5a). The total N-balance was satisfactorily met throughout the
degradation process, which indicates that there were no major missing products.
Figure 6 illustrates the proposed reaction pathways of TMA degradation. The
degradation reaction is initiated via an H-atom abstraction from the methyl group
by OH radical, and then undergoes stepwise demethylation as observed. The
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initial reaction of an OH radical with TMA molecule is rather slow but that of
the demethylated products is faster (e.g., k((CH3)4N+ + •OH) = 6.6 × 106 M-1

s-1 (53) versus k((CH3)3NH+ + •OH) = 4 × 108 M-1 s-1 (54)). The photocatalytic
degradation of aquatic pollutants proceeds to mineralization usually through
generating several intermediates as this case. The identification and quantification
of intermediates and products is the essential part in the study of aquatic pollutant
degradation.

Figure 5. (a) Photocatalytic degradation of (CH3)4N+ and the accompanying
production of intermediates and products (52), (b) Two mechanistic paths of
photocatalytic degradation of TCA on TiO2 with or without dioxygen (58), (c)
Evolution of chloride ions during the photocatalytic degradation of TCA on
different photocatalysts including bare TiO2 (P25), Pt/TiO2 (P25), and Pt/TiO2
(rutile) (58), (d) Schematic illustration of the dye-sensitized process occurring on

TiO2 under visible light (44).
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Figure 6. Schematic mechanism for the photocatalytic degradation of TMA
through stepwise demethylation. (Adapted from ref. (52))

While OH radical generated on the photo-excited TiO2 plays a dominant role
in the degradation of organic pollutants (25, 52, 55, 56), a series of CB electron
and VB hole transfers are also essential in achieving the overall degradation.
How the serial electron transfers occur determines the photocatalytic degradation
mechanism. For example, the degradation of trichloroacetate (TCA), which has
insignificant reactivity with OH radical (k(TCA + •OH) < 6.6 × 106 M-1 s-1)
(55)), is initiated by CB electron transfer and its subsequent reaction mechanism
depends on reaction conditions (57). Figure 5b schematically compares the
TCA degradation mechanism in oxic and anoxic conditions (58): Degradation
pathways differ depending on the availability of oxygen. The anoxic mechanism
proceeds through the formation of dichlorocarbene (CCl2) intermediate, which
requires the sequential transfer of a CB electron and a VB hole. Understanding
the mechanistic pathways is critical in controlling the efficiency and selectivity of
photocatalytic degradation. For instance, the stabilization of the dichlorocarbene
intermediate by Pt nanoparticles deposited on TiO2 kinetically enhances the
anoxic degradation pathway of TCA, and causes oxygen to inhibit the degradation
of TCA on Pt/TiO2. On the contrary, the presence of oxygen accelerates TCA
degradation on bare TiO2 (Figure 5c). The photocatalytic degradation mechanism
can sensitively depend on the surface properties of TiO2 and can be actively
controlled by modifying the surface properties.

Most TiO2 photocatalytic reactions are carried out under UV irradiation
because the bandgap is in the UV excitation region. Although TiO2 is not activated
by visible light, the degradation of dyes on TiO2 under visible light is enabled
through a dye-sensitization process in which dye is excited by absorbing visible
light photons and immediately injects an electron into TiO2 CB and initiates the
degradation of dye (reactions 4-6).
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This visible light-induced degradation of dyes on TiO2 surface has been intensively
investigated (59–61) and the treatment of dye wastewaters is one of the most
frequently studied topics in AOPs (62). Such a dye-sensitized process can be also
applied to redox conversion of aquatic pollutants (e.g., CCl4) on TiO2 under visible
light if the reduction potentials aremore positive than the TiO2CB edge (44, 45, 63,
64). Figure 5d illustrates the process of dye-sensitization occurring on dye/TiO2
under visible light.

Photocatalytic Conversion of Inorganic Contaminants

TiO2 photocatalysis can be also successfully applied to the conversion of
inorganic pollutants such as nitrates (65, 66), ammonia (67, 68), cyanide (69),
halides (70–72), chromate (73–76), arsenite (77–82) and heavy metal ions (83,
84). Although the photocatalytic degradation of organic pollutants largely depend
on the oxidative power of VB holes and OH radicals, the conversion of the
inorganic pollutants critically involves CB electrons as well. The oxidation states
of inorganic elements such as nitrogen, halogen, and transition metals widely
vary depending on their chemical forms. The reductive conversion of metal ions
to lower oxidation state or zero-valent metallic state is one of the most common
inorganic conversion reactions driven by photocatalysis. The followings are some
examples.

Such reductive conversion of metal ions has been commonly employed as a
photocatalytic method of noble metal deposition on the surface of TiO2 (44, 85,
86).

The dye-sensitization process (Figure 5d) can be also applied to the reductive
conversion of metal ions. Figure 7a shows that the reductive deposition of Ag+
to Ag0 on TiO2 could be achieved in the presence of dye (rhodamine B) under
the visible light irradiation (i.e., reaction 4 followed by reaction 7). Such process
can also achieve the simultaneous conversion of dyes and toxic heavy metal
ions. Figure 7b shows that a ternary aquatic system that includes TiO2, dye (acid
orange 7), and chromate (Cr(VI)) synergistically enhanced the removal rate of the
hexavalent chromium (reaction 8) (87). Although TiO2 photocatalytic reduction
of Cr(VI) was negligible under visible light illumination, the presence of dyes
highly accelerated the reductive conversion.
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Figure 7. (a) Photo-reductive conversion of Ag+ ions to silver particles in the
dye/TiO2 system (87), (b) Synergistic reductive conversion of Cr(VI) on TiO2 in
the presence of dye (AO7) under visible light irradiation (87), (c) Proposed

photocatalytic mechanism of As(III) oxidation on TiO2, which is induced mainly
by superoxides (82), (d) Photocatalytic oxidation of NH3 in the UV-illuminated

aqueous suspension of Pt/TiO2 (67).

The oxidative conversion of arsenite (As(III)) to arsenate (As(V)) as a
pretreatment step promotes the efficacy in remediation of arsenic-contaminated
water because As(V) is much less toxic and more easily adsorbed or coagulated.
Being a highly oxidative photocatalyst, TiO2 can rapidly oxidize As(III) to As(V)
in the UV-irradiated aqueous suspension (77, 78). Interestingly, the photocatalytic
oxidation of As(III) is not inhibited at all in the presence of excess amount of
tert-butanol (scavenger of OH radicals). To explain why OH radicals do not seem
to play the role of the primary oxidant in this specific photocatalytic oxidation,
it has been hypothesized that the adsorbed As(III) on TiO2 serves as an external
charge-recombination center where the reaction of As(III) with an OH radical
(or hole) is immediately followed by a CB electron transfer to make a null cycle
(see Figure 7c). Transient spectroscopic and photoelectrochemical measurements
in our recent study showed that the presence of As(III) accelerated the charge
recombination in TiO2 (79), supporting the proposed mechanism. A series of
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studies (80–82) have suggested that the photocatalytic oxidation of As(III) is
largely mediated by superoxide/hydroperoxyl radicals (O2•-/HO2•) rather than
OH radicals as illustrated in Figure 7c. The critical responsibility of superoxides
for photocatalytic arsenite oxidation was also supported by the observation that
a visible light-sensitized TiO2 system that generates superoxides only, not OH
radicals (because of the absence of bandgap excitation) was able to oxidize As(III)
successfully (79, 81). This case provides a unique example where the role of
superoxide is emphasized whereas most TiO2-mediated photocatalytic oxidation
reactions are mainly driven by OH radicals or VB holes. The photocatalytic
degradation mechanism often depends on the kind of substrate, is difficult to
generalize, and therefore needs to be understood on a case-by-case basis. This
aspect of photocatalytic activities of TiO2 will be further discussed in the last
section of this chapter.

The photocatalytic oxidation can be applied to the conversion of inorganic
nitrogen compounds as well. For example, NH3 can be oxidized to NO2-/NO3-

in the irradiated suspension of TiO2 under alkaline conditions where ammonia
exists as a neutral (unprotonated) form which is highly susceptible to OH radical
attack. However, NH4+ (protonated) has a very low reactivity with OH radical
because of the absence of the lone electron pair. The photocatalytic oxidation of
NH3 to NO2-/NO3- proceeds stoichiometrically, which diminishes water quality
by adding NO2- and NO3- which are more toxic than parent NH3. The unwanted
product formation could be controlled by modifying the surface of TiO2 with Pt
deposition. Pt/TiO2 converts NH3 to NO2-/NO3- with the imbalance of the total
N (see Figure 7d), which implies the presence of missing products. The mass
spectrometric analysis found that N2 was evolved on Pt/TiO2, but not on bare
TiO2. The presence of Pt catalyst on TiO2 stabilized the transient intermediates
(e.g., NHx (x=0,1,2)), enabling the selective conversion of NH3 [N(-III)] to N2
[N(0)] while suppressing the complete oxidation toNO2-/NO3- ([N(+III)]/[N(+V)])
(67). The kinetics/mechanisms and intermediates/products distribution in TiO2
photocatalytic reactions can be often changed by modifying the surface properties,
as was the case for TCA degradation. The modification of surface properties
of TiO2 has been frequently investigated to control the photocatalytic reaction
pathways (88–92).

Photocatalytic Degradation of Organic Contaminants with
Simultaneous Production of Hydrogen

Photocatalytic reactions on TiO2 can be applied not only to pollutant
degradation but also hydrogen production (93, 94). The two applications are very
different and are usually carried out under different reaction conditions. However,
a dual purpose photocatalysis that achieves the degradation of organic pollutants
in water and the production of hydrogen simultaneously presents a methodology
that recovers energy from wastewaters. For this purpose, the reaction of VB
holes should favor the formation of OH radicals while that of CB electrons
should lead to the production of hydrogen. This is possible by controlling the
selectivity of TiO2 photocatalysis through surface modification. A specific
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example is the simultaneous fluorination and platinization of TiO2 (F-TiO2/Pt),
which enables the photocatalytic oxidation of phenolic pollutants (as sacrificial
electron donors) in the absence of dioxygen (91). The F-TiO2/Pt photocatalyst
was successfully applied to the simultaneous degradation of phenolic compounds
and the production of hydrogen (92). As Figure 8 shows, the dual purpose
photocatalysis was only possible with F-TiO2/Pt and not observed with any of
bare TiO2, F-TiO2, and Pt/TiO2. Such unique activity of F-TiO2/Pt is ascribed
to the combinative effects of the different surface modifications (fluorination
and platinization). Platinum deposits on the TiO2 surface hinder the charge
recombination and accelerate the interfacial electron transfer to water and/or
protons. On the other hand, surface fluorides inhibit the adsorption of phenolic
substrates on TiO2 but facilitate the generation of unbound OH radicals instead of
surface bound OH radicals. This allows the photocatalytic degradation to proceed
off the surface and retards the recombination of CB electrons with surface-bound
OH radicals. Such selective photocatalysis of aquatic pollutants can be paired
with solar conversion technology that achieves hydrogen production and water
treatment simultaneously.

Figure 8. Simultaneous conversion of phenolic compounds and production of
hydrogen in the presence of (a) 4-chlorophenol (4-CP) and (b) bisphenol A (BPA)
in UV-irradiated suspensions of bare TiO2, F-TiO2, Pt/TiO2, and F-TiO2/Pt (filled
symbols: the conversion of phenolic compound, open symbols: the accompanied
production of hydrogen) (92). (Reproduced by permission of The Royal Society

of Chemistry)

Photocatalytic Biocidal Activity and Inherent Toxicity

ROS produced during TiO2 photoactivation can achieve effective inactivation
of bacteria and virus, in that oxidants such as •OH, O2•-, and H2O2 induce
oxidative damage on DNA and cell membrane (95). The comparison of CT values
[CT refers to the residual concentration of a particular chemical disinfectant, C
(mg/L), multiplied by the contact time between disinfectant and microorganism, T
(min), and indicates how much disinfectant is required to achieve a desired level
of disinfection] for a 2-log inactivation of Escherichia coli (E.coli) suggests that
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OH radical has exceptionally powerful disinfection capacity compared to other
chemical disinfectants such as chlorine, chlorine dioxide, and ozone (20, 96).
Matsunaga et al. (97) demonstrated that a VB hole produced by UV irradiation of
TiO2 triggered oxidative dimerization of coenzyme A inside E.coli cell, causing
E.coli sterilization through enzyme deactivation and inhibition of cell respiration.
The OH radical-induced oxidation is also critical in photocatalytic bactericidal
property of TiO2 since the addition of OH radical scavengers diminished the
kinetics for E.coli inactivation (98, 99). Figure 9a verifies that OH radical plays
a predominant role in TiO2-mediated photocatalytic bacterial disinfection by
showing a linear correlation between the amount of photogenerated OH radical
(quantified using p-chlorobenzoic acid (p-CBA) as an OH radical indicator) and
the extent of E.coli inactivation (20). The photocatalytic inactivation mechanism
seems to be different depending on the kind of microorganism. Addition of
both tert-butanol and methanol at excess concentrations completely inhibited
the photocatalytic inactivation of MS-2 bacteriophage (MS-2 phage) on the
TiO2 surface (Figure 9b), but not completely for E.coli (Figure 9c). Tert-butanol
preferentially scavenges free OH radicals in the bulk phase whereas methanol
consumes surface-bound as well as free OH radicals (Figure 9d). The different
dependence of E.coli and MS-2 phage inactivation on two scavengers implies
that MS-2 phage inactivation is mainly mediated by free OH radical while E.coli
can be inactivated by both free and surface-bound OH radicals (100).

On the other hand, recent studies have continued to demonstrate the potential
toxicological impacts of nanomaterials on environment and human health (101,
102). In addition to the photo-induced cytotoxicity of TiO2 nanoparticles,
numerous research articles have reported the toxic potential of TiO2 nanoparticles
that do not involve photoactivation (103–105) although some still demonstrate that
TiO2 has negligible inherent toxicity through the comparison of toxicity between
TiO2 and other nanomaterials such as C60, ZnO, and polystyrene nanopaticles
(106–108). In the absence of light, ultrafine anatase TiO2 particles (with diameters
ranging from 10 to 20 nm) exhibit toxic activity toward human bronchial
epithelial cells by inducing oxidative DNA damage and lipid peroxidation and
by facilitating the formation of H2O2 and nitric oxide inside cells (103). On the
other hand, such cytotoxicity vanishes as TiO2 particle size increases up to 200
nm. P25 TiO2 aggregates engulfed by brain microglia can stimulate the microglia
to release ROS through oxidative burst (meaning the rapid ROS production
from cells as a defense response when cells detect the presence of bacteria,
fungi, or virus) (104). TiO2 aggregates were also found potentially toxic to
abalone (Haliotis diversicolor supertexta) embryos in the marine environment by
hindering embryonic development, inhibiting hatching, and causing malfunctions
(105). Based on a conservative assumption that TiO2 particles cause hazardous
effects on the aquatic environment, the application of TiO2 photocatalyst for
water treatment and disinfection processes should entail the reusability. For
instance, TiO2 immobilization (32) inhibits the unwanted discharge of TiO2,
mitigating the possible toxic effects on the aquatic ecosystems. Integration of TiO2
photocatalysis with membrane filtration (109) enables the removal of catalyst
from treated water. The fabrication of magnetic nanocomposites to achieve facile
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Figure 9. (a) Linear relationship between the amount of photogenerated OH
radical and the degree of E.coli inactivation (20), TiO2-mediated photodynamic
inactivation of (b) MS-2 phage and (c) E.coli in the absence and presence of

t-BuOH and MeOH, (d) TiO2 photocatalytic degradation of p-CBA in the absence
and presence of t-BuOH and MeOH (100). (Part (a) Reproduced by permission
of Elsevier; parts (b−c) reproduced by permission of The American Society for

Microbiology)

separation of TiO2 (110) also can minimize the environmental release, eventually
alleviating the possibility for TiO2-induced secondary contamination.

Nature of Photocatalytic Activity
The activity assessment is an integral part in the studies of TiO2

photocatalysis. However, how the activity of a given photocatalyst sample
can be represented is not straightforward because the measured photocatalytic
activity is usually substrate-specific. The photocatalytic activity is commonly
quantified in terms of the degradation rate of a specific substrate but the measured
activity cannot be generalized to other substrates. A recent study investigated
the substrate-specific nature of TiO2 photocatalysts in a systematic way (111).
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Abridged results are givien in Table I where the photocatalytic activities of 6
commercial TiO2 samples are compared for 10 test substrates. The measured
activities exhibited a complex behavior that depended on the test substrate. Each
TiO2 sample showed the best activity for at least one test-substrate. For instance,
Aldrich and Junsei TiO2 samples exhibited the best activities for the degradation
of 4-chlorophenol, while showing the least activity for the degradation of formic
acid. Although many photocatalytic studies report the activity of a specific
photocatalyst on the basis of a single substrate test and assume that the specific
activity can be generalized to other substrates, such practice could be misleading.
The single-substrate activity test shows only a part of the whole activity. To be
more realistic, a multi-activity assessment is needed with employing multiple
substrates instead of the single substrate.

Table I. Photocatalytic activities§ of six commercial TiO2 samples measured
with 10 test substrates. (Adapted from ref. (111))

TiO2 samples†

Substrates D H J A M I

4-Chlorophenol O X O O X

Formic acid X X O

Methylamine O X O

Trichloroethylene O X

CHCl3 O X

Acid Orange 7 O O X O

Methylene Blue X O X

Methanol O X X

Cr(VI), Chromate O X X

Iodide O X X O
§ The most active TiO2 samples for a given substrate (i.e., in the same row) are indicated by
“O” and the least active ones by “X”. † D: Degussa, H: Hombikat, J: Junsei, A: Aldrich,
M: Millennium, I: Ishihara

Conclusions

A great number of research works have successfully demonstrated that
TiO2-mediated redox reactions are able to remediate diverse environmental
media contaminated with organic and inorganic pollutants. The examples shown
in this chapter demonstrate that the photocatalyzed redox reactions occurring
on TiO2 achieve effective destruction of a variety of pollutants, and offer a
promising remediation strategy. The modification of TiO2 in various ways boosts
the efficacy or enables the visible light activation of TiO2. The kinetics and
mechanisms for TiO2-photocatalyzed redox conversions should be comprehended
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on a case-by-case basis because the photocatalytic activity is specific to substrates
and experimental conditions. Consequently, the photocatalytic activities of
newly-synthesized or modified photocatalysts need to be assessed on the basis of
multi-activity tests.

The focus of the published photocatalytic studies to date ranges from
the fundamental science studies to the development of commercial products.
Transient spectroscopic studies allow us to probe into the photophysical
phenomenon relevant to charge generation, recombination and transfer dynamics
in TiO2. Investigation into the photocatalytic kinetics and mechanisms enabled
the rational evaluation of TiO2 activities and advanced understanding of the
photocatalyzed chemical conversions. Research activities regarding TiO2 coating
and fabrication techniques have assisted in manufacture and commercialization
of TiO2-based photocatalytic systems such as water/air purifiers, deordorizers,
and various self-cleaning products. In order to enable repeated use of TiO2 and
mitigate the unwanted environmental release, strategies to immobilize TiO2 on
various substrates or to readily recover TiO2 particulates from treated water
have attracted increasing attention. On the other hand, as nano-technologies can
enhance morphological, physicochemical, and photochemical properties of TiO2,
many research activities are currently focused on the modification of TiO2-based
photocatalysts at the nanoscale, aiming to improve efficacy of pollutant removal
and alleviate energy demand for photocatalyst activation. The development of
cost-effective light sources such as light emitting diode and the optimization of
photoreactors are also essential for the use of TiO2 photocatalysis as a practical
remediation technology.
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Chapter 11

Chlorine Based Oxidants for Water Purification
and Disinfection

Gregory V. Korshin*

Department of Civil and Environmental Engineering, University of
Washington, Seattle, WA 98195-2700

*korshin@u.washington.edu

This chapter discusses the main aspects of chlorine and
bromine speciation in systems with varying pHs, concentrations
of bromide, chloride and total active chlorine. In the
absence of ammonia, formal consideration of equilibria in
solutions containing hypohalogenous acids, Cl2, Br2, BrCl and
trihalogenide ions BriCl3-i- can be carried out based on two
reference species (OCl-, Br-). Formal constants necessary for
implementing such an approach are presented in the paper.
While haloamine formation constants can be determined
based on the consideration of OCl-, Br- and NH4+ as reference
species, this approach is deemed to be applicable only when
monochloramine is prevalent. Properties of systems with
halogens can be examined based on the electrochemical
potential of the HOCl/Cl- couple.

Introduction

The use of chlorine-based species for oxidation and disinfection purposes
has had a long and in some respects extraordinary history. For instance, the
elimination of waterborne disease and ensuing notable increase of averaged life
expectancy have been largely a result of use of chlorine to disinfect drinking
water. While this fact is common knowledge, other aspects of water treatment
processes that involve halogen-driven oxidations and related reactions remain a
matter of continuing research and public debate. For instance, there are numerous
issues related to further exploration of formation pathways, speciation and
identification of disinfection by-products (DBPs) found in drinking water and

© 2011 American Chemical Society
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their health effects (1–3). Formation and environmental effects of halogenated
species generated in chlorinated wastewater or seawater used for desalination
or cooling of nuclear reactors also need to be ascertained in more detail (4).
Effects of chlorine and allied species on emerging trace-level organic species
grouped into the operationally defined classes of endocrine disrupting chemicals,
pharmaceuticals and personal care products (EDC/PPCP) have also attracted
considerable attention (5–10). Roles of dissimilar halogen species in the
deactivation of various microorganisms (e.g., (11–13)) and their influence on
the kinetics of removal of trace-level organic contaminants are also subject of
continuing research (5–10, 14–18).

While effects of concentrations and speciation of aqueous halogen species
on the viability of known and emerging pathogens, formation of DBPs caused
by reactions of halogen species with natural and effluent organic matter found
in surface waters and wastewater (NOM and EfOM, respectively), and the
degradation of EDC/PPCP compounds are enormously important, the sheer
complexity of these subjects preclude their review in this document. Likewise,
this document will not cover issues related to the generation of iodine-containing
oxidants, their reactions with NOM or EfOM and ensuing formation of iodinated
DBPs. The intent of this chapter is to provide a reasonably detailed picture of
the equilibrium chemistry of chlorine- and bromine-containing oxidants common
in water treatment operation. This goal will be pursued based on a consistent
description of reactions that involve diverse halogen compounds and define
both the species that dominate in representative situations and also the nominal
electrochemical potentials associated with the presence of these oxidants.

General Aspects of Halogen Concentration and Speciation

In most cases pertaining to water treatment operations, chlorine is added
as chlorine gas Cl2, or concentrated sodium hypochlorite NaOCl (bleach), or in
some cases solid calcium hypochlorite Ca(OCl)2. Monochloramine NH2Cl is also
frequently used for disinfection. The concentration of total active chlorine in
water treatment operations does not normally exceed the threshold of 4 mg/L as
Cl2 (or 5.64·10-5 M)

The introduction of chlorine can be accompanied by the formation of species
of bromine (e.g., HOBr, OBr- and others) generated via the relatively rapid
oxidation of bromide ion (Br-) by HOCl or OCl- (19). The actual concentration
and speciation of bromine species released as a result of the oxidation of Br-
depends on the bromide concentration in any particular water source and, as is
discussed in more detail below, on the solution pH and chloride ion concentration.
The concentration of bromide in surface waters is variable and can be from <10
µg/L to as high as 2 mg/L, for instance in Lake Kinneret (20, 21). In contrast,
the average concentration of bromide in seawater is 8.62·10-4 M (68.9 mg/L)
while the average concentration of Cl- in this medium is 0.56 M (22). Surface
waters or groundwater affected by seawater intrusion or exposed to geological
strata formed in the presence of oceanic waters have notably higher bromide (and
iodide) concentrations.
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The speciation of chlorine and bromine species is well known to have a
profound effect on the efficiency of disinfection and the kinetics of oxidative
processes in drinking water and wastewater (5–18, 23). While extremely
important per se, the kinetics and mechanisms of interactions between halogen
species and pollutants or microorganisms lie outside of the scope of this chapter,
and only the relevant equilibria will be examined in the sections that follow.

Calculations of Electrochemical Potentials of Reactions
Involving Halogen Species

The oxidative power of halogen species present in aquatic systems can be
ascertained via calculations of electrochemical potentials corresponding to the
reduction of HOCl to Cl- (HOCl + H+ + 2e→ Cl- + H2O) (24):

The potential calculated using expression (1) and discussed elsewhere are always
quoted in this chapter vs. the normal hydrogen electrode (n.h.e.) Expression (1)
can alternatively be written for the reduction of the deprotonated form OCl- (OCl-
+ 2H+ + 2e→ Cl- + H2O)

where KHOCl is the deprotonation constant of HOCl. Expressions (1) and (2) are
identical and allow defining the electrochemical potential of the reduction of either
HOCl or OCl- to Cl- at varying total concentrations of active chlorine, bromide,
chloride, pH and ionic strengths.

The deprotonated form OCl- will be used as the reference species in all
calculations that follow. It is to be noted here that when the relevant equilibria that
involve both chlorine and bromine species are taken into account, calculations of
the electrochemical potential of the HOBr/Br- couple (HOBr + H+ + 2e→ Br- +
H2O) using equation (3) shown below yield the same values of the electrochemical
potential of the system as those obtained with equation (1) or (2).

Calculations of electrochemical potentials of theHOCl/Cl- orOCl-/Cl- couples
are not equivalent to the determination of actual redox potentials of aquatic systems
that can be affected not only by halogen species but also by other oxidants (e.g.,
dissolved oxygen) and reducing species (e.g., NOM, EfOM, nitrite, etc.) present in
the system. Still, given that the electrochemical potentials of the halogen species
are considerably higher than that of the O2/H2O couple (24) and these species tend
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to be kinetically active, the electrochemical potential imposed by halogen species
can be expected to be a good indicator of the redox status of aquatic systems
containing chlorine and/or allied species.

Halogen Species Existing in Solutions Containing Species of
Bromine, Chlorine and Chloride and Bromide Ions

This section addresses important features of systems containing chlorine
and bromine species as well as Cl- and Br- ions in the absence of ammonia.
The discussion below is largely based on chemical equilibria involving these
compounds. The kinetics and other aspects of these reactions have been
extensively explored in prior literature (10, 19, 25–28).

Three major groups of chlorine- and bromine-containing species are known
to exist in aqueous solutions (Figure 1). The first and in many cases predominant
of these groups comprises hypohalogenous acids HOX and their anionic forms
OX- (e.g., hypochlorous and hypobromous acids and their anions, HOCl/OCl- and
HOBr/OBr-). The second tier of species shown in Figure 1 comprises hydrated
chlorine and bromine molecules Cl2 and Br2 as well as bromine chloride BrCl;
all these species are volatile. The third tier of the halogen species is constituted
by four trihalogenide ions with a general stoichiometry (Br3-iCli)-. These
anions include Cl3-, BrCl2-, Br2Cl- and Br3-. Other reactions involving chlorine
and bromine species, for instance the formation of Cl2O (10) and reactions
hypothetically involving this compound (18) can be mentioned here. Calculations
presented in the section that follows demonstrate that predicted concentration of
Cl2O are expected to be lower than those of hydrated chlorine Cl2, but this does
not exclude a potentially pronounced role of this compound in oxidations carried
out in situations favoring the formation of Cl2 and/or Cl2O.

Figure 1. General scheme of formation of bromine and chlorine species in the
absence of ammonia.

Examination of the published intrinsic rates of the formation of halogen
species shown in Figure 1 indicates that, within time scales typical for water
treatment, concentrations of these compounds reach a steady state nearly
instantaneously (19). Accordingly, their speciation can be established using
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relevant equilibrium constants compiled by, for instance, Odeh et al. 2004 (28)
(Table 1).

Table 1. Equilibrium constants of reactions governing the formation of
chlorine- and bromine-containing species. Adopted from Odeh et al.

2004 (28)

Reaction Equilibrium constant

(T1.1) pK = 7.47

(T1.2) pK = 8.59

(T1.3) 6.5·10-6

(T1.4) 1.04·10-3 M2

(T1.5) 6.1·10-9 M2

(T1.6) 1.3·10-4 M2

(T1.7) 8.7·10-10 M2

(T1.8) 7.6·10-3

(T1.9) 9.1·10-7

(T1.10) 0.18 M-1

(T1.11) 4.2·106 M-1

(T1.12) 3.8 M-1

(T1.13) 1.3 M-1

(T1.14) 1.8·104 M-1

(T1.15) 16.1 M-1

Further analysis of these reactions involves a short discussion concerning the
origin of bromine-containing species in typical water treatment situations. In the
context of this paper, bromine species listed in Figure 1 and Table 1 are deemed
to be formed solely as a result of the oxidation of the bromide ion (assumed to be
present in the water due to local geochemical conditions rather than introduced as
a treatment reagent) by HOCl or related species (e.g., reaction T1.3 in Table 1).
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Correspondingly, chemical equilibria in these systems can be described based
on two reference components (e.g., OCl- and Br-) while all the other species
are assumed to be generated via interactions between these components and
other solution components, notably H+, Cl- and Br-. The introduction of these a
priori-defined reference species allows for a more consistent and unambiguous
interpretation of the equilibria of aquatic halogen compounds, with each reaction
written to define explicitly the stoichiometries and formation constants of
reactions that always start from the reference species, as opposed to the equations
compiled in Table 1 that do not necessarily involve the reference species but
rather compounds formed as a result on their interactions.

That is, this approach allows redefining reaction stoichiometries pertaining
to the reactions shown in Table 1 and, using the data summarized in (10, 28),
calculating their modified equilibria constants. These constants that apply to the
equilibria between OCl-, Br-, H+, Cl- and all the other halogen species formed as
a result of their interactions are compiled in Table 2. Explicit equations relating
activities of the species listed in Tables 1 and 2 are presented below.

Protonated form of hypochlorous acid

Molecular chlorine

Trichloride ion

Dichlorine oxide

Deprotonated form of hypobromous acid
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Protonated form of hypobromous acid

Molecular bromine

Bromine chloride

Bromodichloride ion

Dibromochloride ion

Tribromide ion

Equilibrium constants compiled in Table 2 can be employed in calculations
made with chemical equilibria programs, for instance MINEQL+ or Visual
MINTEQ (29, 30), to ascertain effects of solution composition on the speciation
of halogen species. Because not all equilibria considered in this chapter are
included in the default databases of these programs, this document provides
sufficient information for the user to modify these or similar databases. Results
of such calculations for selected representative aquatic systems are described in
the sections that follow.
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Table 2. Equilibrium constants for halogen species formation reactions
based on OCl- and Br- reference species. All constants are derived from on

the data presented in refs. (10) and (28) (Table 1)

Species Formal reaction stoichiometry LogKi

HOCl (T2.1) 7.47

Cl2 (T2.2) 10.5

Cl3- (T2.3) 9.7

Cl2O (T2.4) 12.9

OBr- (T2.5) 4.1

HOBr (T2.6) 12.7

Br2 (T2.7) 20.9

BrCl (T2.8) 16.5

BrCl2- (T2.9) 16.3

Br2Cl- (T2.10) 21.0

Br3- (T2.11) 22.1

General Features of Chlorine and Bromine Speciation in Typical Surface
Waters

Surface waters are normally characterized by low ionic strengths (e.g., 10-3 to
10-2 M), low to moderate chloride concentration (e.g., from <10 to 250 mg/L, or
2.8·10-4 to 7.0·10-3M) and Br- levels < 1 mg/L (<1.25·10-5M). Calculations of the
speciation of active chlorine and bromine species in these conditions yield well-
known and expected results. That is, the speciation of active chlorine is dominated
at HOCl and OCl- at pH < 7.4 and >7.6, respectively (Figure 2A). For a 150 mg/L
Cl- concentration, the formation of Cl2 becomes noticeable at pH < 3 while the
presence of the Cl3- anion remains insignificant at all pHs. The speciation of active
bromine species has features similar to those shown in Figure 2A, with HOBr and
OBr- predominating at pH < 8.4 and 8.7, respectively and the presence of bromine
chloride BrCl becoming important at pH < 3.5 (Figure 2B).
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Figure 2. Speciation of (A) chlorine in the absence of bromide and (B) bromine
species in a systems containing 4 mg/L total active chlorine, 1 mg/L bromide,

150 mg/L chloride, ionic strength 0.01 M.

Other details of the speciation of chlorine compounds represented in
Figure 2 can be examined based on a logC representation of the concentrations
of relevant compounds (Figure 3). These data show that at low to medium
chloride concentrations and ionic strengths typical for a majority of surface
waters, concentrations of Cl2, Cl3- and Cl2O are always low. Despite their low
concentrations, these species and especially Cl2 and possibly Cl2O can play an
important role in the oxidations of many PPCPs, notably those with phenolic
functional groups in their structures since Cl2 appears to have higher intrinsic
rates of the oxidative attack on the phenolic structures (5, 8, 10, 18) compared
with HOCl and even more so with OCl-.
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Figure 3. LogC plot for chlorine species in a solution containing 4 mg/L total
chlorine, 150 mg/ Cl-, no bromide, ionic strength 0.01 M.

In systems having low- tomedium chloride concentrations and ionic strengths,
the speciation of bromine species differs prominently from that shown in Figure
2. While effects of variations of background chloride concentrations will not be
discussed in detail here, data generated for a representative situation (ionic strength
0.01 M, chloride concentration 150 mg/L) demonstrate that a small fraction of
Br- ion (that is subject to oxidation by chlorine) remains in the system due to the
reversibility of reaction T1.3 in Table 1 (Figure 4). The concentration of bromine
chloride BrCl prominent at pH< 3 is predicted to exceed considerably that of Br2
and other species that can affect rates of the oxidation of trace-level organic species
at low pHs (5, 8, 10). On the other hand, concentrations of BrCl2-, Br2Cl- and Br3-
are predicted to remain low in all conditions.

Figure 4. LogC plot for halogen species in a system containing 4 mg/L total
chlorine, 1 mg/L bromide, 150 mg/L Cl-, ionic strength 0.01 M.
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Speciation of Halogen Compounds in Seawater

Seawater has average chloride and bromide concentrations of 0.56 M and
8.62·10-4 M, respectively, while its ionic strength is close to 0.7 M. Results of
numeric modeling on the speciation of halogen species generated as a result of
addition of 5.6·10-5 M (4 mg/L) active chlorine to seawater is shown in Figure 5.
It demonstrates that at pH <5 and in the absence of ammonia, halogen species are
dominated by molecular bromine Br2, dibromochloride ion Br2Cl- and to a lesser
extent by BrCl (Figure 5A).

Figure 5. Equilibria of halogen species in seawater (ionic strength 0.7 M, Cl- and
Br- concentrations 0.56 and 8.62·10-4 M). (A) chlorine and bromine speciation;

(B) logC plot for HOCl, OCl- and bromine species.
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Hypobromous acid HOBr tends to dominate in the range of pH from 5 to
8 while at pH > 8.6 the anionic form OBr- becomes dominant, with a notable
presence of the OCl- anion. LogC plots shown in Figure 5B complement this
observation indicating that at low pHs the system is dominated by bromine species
while in the circumneutral pHs and especially at pH > 8.6 contributions of HOCl
and OCl- becoming considerably more important.

Examination of electrochemical potentials of the HOCl/Cl- couple (E0 = 1.482
V (24)) shows that the oxidative power of halogen species in seawater is expected
to be lower compared with that in surface waters (Figure 6).

Figure 6. Electrochemical potentials of the HOCl/Cl- couple calculated for a
typical surface water (Cl- concentration 4.2·10-4 M, traces of bromide, ionic
strength 0.001 M) and seawater (Cl- and Br- concentrations 0.56 and 8.62·10-4
M, respectively, ionic strength 0.7 M). Total active chlorine 4 mg/L as Cl2.

In the latter case, electrochemical potentials of theHOCl/Cl- couple are always
above the electrochemical potential of the O2/H2O couple (this corresponds to the
nominal water stability boundary). In seawater, the electrochemical potential of
the HOCl/Cl- couple is lowered due to the formation of trihalogenide ions and less
oxidation-active species of bromine combined with a much higher concentration
of Cl- ion.

In fact, at pH<2, EHOCl/Cl- values in seawater are predicted to be lower than
those of the O2/H2O couple while in the circumneutral range of pHs, for instance
for pHs between 6 and 8, the HOCl/Cl- electrochemical potentials change from
1.12 to 1.06 V in seawater, while this potential changes from 1.27 to 1.20 V vs. in
a typical surface water.
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Formation of Haloamines

Elucidation of the kinetics, equilibria and speciation of haloamines has been a
challenging issue over last several decades. While tremendous progress has been
made in determining the intrinsic rates of chloramines and bromamines generation
and their reactivity (31–40), numerous questions concerning the speciation and
persistence of haloamines, especially bromamines in environmental systems
remain. While this chapter can not address these complex issues in sufficient
detail, it will examine general features pertinent to haloamine speciation.

A general scheme of the incorporation of chlorine and bromine into
haloamines is presented in Figure 7. That figures includes mono-, di- and tri-
chloro- and bromamines as well as mixed haloamines such NHBrCl, HBrCl2 and
NBr2Cl. The existence of the mixed haloamine species has been documented in
literature (41–43), but the kinetics and equilibria of their formation have not been
explored as extensively as those of chloro- and bromamines.

Figure 7. General scheme of haloamines formation in a system containing
ammonia, chlorine and bromine formed via the oxidation of bromide.

Prior literature provides extensive evidence that reactions controlling the
concentrations and speciation of haloamines are kinetically controlled. This
appears to be especially true for reactions involving bromamines that tend to
undergo both rapid formation and breakdown (36, 37, 44, 45).

As a result, examination of properties of aquatic systems containing
haloamines should be primarily based on the kinetics of relevant reactions.
Nonetheless, some of the major aspects of the chemistry of chloramines can be
traced via examination of the apparent equilibria related to these reactions.
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A detailed sequence of NH2Cl, NHCl2 and NCl3 formation and breakdown
reactions ultimately accompanied by the reduction of OCl- to Cl- and oxidation
of NH3 to N2 and NO3- was presented by Valentine et al. in refs. (33–35) and
ensuing publications that also demonstrate the formation of yet unidentified
products of haloamine breakdown (46, 47). Rates of the most important forward
and reverse reactions involving chloramines are complied in Table 3. While
representative, this table is incomplete because it does not reflect effects of NOM
on the degradation of haloamines (35).

Table 3. Rates of forward and reverse reactions associated with the
formation and breakdown of chloramines (based on the compilation

presented in refs. (33–35)

Formal reaction stoichiometry Rate constant at 25ºC

(T3.1f)
k1f = 1.5·1010 M-1h-1

(T3.1r)
k1r = 7.6·10-2 h-1

(T2.2f)
k1f = 1.0·106 M-1h-1

(T3.2r)
k2r = 2.3·10-3 h-1

(T3.3f)
See footnote a

(T3.3r)
k3r = 2.16·108 M-2h-1

(T3.4)
k4 = 4.0·105 M-1h-1

(T3.5)
k5 = 1.0·108 M-1h-1

(T3.6)
k6 = 3.0·107 M-1h-1

(T3.7)
k7 = 55 M-2h-1

(T3.8)
See footnote b

(T3.9) k9 = 2.0·1014 M-2h-1

Continued on next page.
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Table 3. (Continued). Rates of forward and reverse reactions associated
with the formation and breakdown of chloramines (based on the compilation

presented in refs. (33–35)

Formal reaction stoichiometry Rate constant at 25ºC

(T3.10) k10 = 5.0·1012 M-2h-1

(T3.11) k11 = 8.3·105 M-1h-1

a The rate of reaction (T3.3f) depends on the pH as this reaction is deemed to be catalyzed
by the proton, carbonate and phosphate species:

The values of k3f_H+, k3f_H2CO3, k3f_HCO3-, k3f_H3PO4 and k3f_H2PO4- are 2.5·107, 2.7·103, 7.2,
3.2·106 and 1.3·103 M-2h-1, respectively. b The rate of reaction (T3.8) is a function of pH
as a result of catalytic action of hydroxyl-ion, chloride and carbonate:

The values of kOCl-, kOH- and kCO32- in the above expression are 3.24·108 M-2h-1, 1.18·1013
M-2h-1 and 2.16·1010 M-2h-1, respectively.

General Aspects of Haloamine Formation Equilibria

In principle, the speciation of haloamines can be examined based on the
kinetic rates of reactions of step-wise incorporation of halogen atoms into NH3
and ensuing formation of mono-, di- and tri- haloamines denoted as NH2X, NHX2
and NHX3, respectively, where X is Cl or Br. Excluding for the purposes of this
discussion the formation of mixed haloamines (e.g., NHBrCl), equilibria of each
step of these reactions can be defined as shown in equations (15), (16) and (17)
below:

237

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

1

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Because the system was assumed to be governed by reactions originating
from three major reference species (e.g., OX-, Br- and NH4+) that, in accord with
the approach employed here are considered to be the progenitors of all the other
compounds in the system, equilibria written in equations (15), (16) and (17) need to
be redefined to account for the references status of OX-, Br- and NH4+. As a result,
the following formal expressions can be generated and applied to the formation of
chloramines (equations 18, 19 and 20):

Monochloramine

Dichloramine

Trichloramine

Similar expressions can be applied to the formation of bromamines. However,
because the concentration of OBr- in these reactions is assumed to be controlled
by the fast oxidation of Br- by HOCl and/or OCl- (reaction T13 in Table 1), the
concentration ofOBr- in the expressions accounting for the step-wise incorporation
of bromine into NH3, NH2Br and NHBr2 molecules is defined as a function of the
activities of OCl-, Cl- and Br- in the system:

where the value of KOBr- is given in Table 2.
Application of the above expression results in the following nominal

formation expressions for bromamines NH2Br, NHBr2 and NBr3 (equations 22,
23 and 24):
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Monobromamine

Dibromamine

Tribromamine

Limited Applicability of the Conversion of Kinetic Rates of Haloamine
Formation to Apparent Equilibrium Constants

Apparent equilibrium constants of monochloramine and dichloramine
formation can be determined as the ratio of the rates of forward and reverse
NH2Cl and NHCl2 generation reactions, e.g., (T3.1f)/(T3.1r) and (T3.2f)/(T3.2r)
shown in Table 3.

For monochloramine, that ratio yields a logKNH2Cl value of 11.3 (Table 4),
which is close to that utilized in recent publications concerned with effects of
chloramines on metal release (38, 46–48). Similarly, determination of the ratios of
the forward and reverse kinetic rates of dichloramine formation (reactions T3.2f
and T3.3r in Table 3) yield a logKNHCl2 estimate of 8.6. These and other apparent
formation constants obtained for chloramines and bromamines (based on the data
presented in ref. (36)) are compiled in Table 4.
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Table 4. Formal haloamine formation constants estimated based on the rates
of reactions complied in Table 3 and in ref. (36)

Species

Chloramines Bromamines

NH2X 11.3 9.5 10.5 8.9 13.0

NHX2 8.6 25.6 8.7 26.2 34.4

NX3 a a 6.7 44.5 56.8
a Apparent equilibrium constant corresponding to NCl3 formation from NHCl2 remains to
be determined. Estimates show that the nominal value of logK*NH3-iCli is likely to be close
to 6.0. This corresponds to a 39.1 value of logK*NH3-iCli.

While the latter table presents estimates of nominal haloamine formation
constants based on the available kinetic data and application of equations (15)
to (24), it should be stated that the applicability of these estimates to modeling
actual aquatic systems containing haloamines is likely to be quite limited.

Detailed discussion of these limitations goes beyond the scope of this
document. In a general case, a rigorous determination of concentrations and
speciation of haloamines must be done via kinetic modeling that includes
forward and reverse reactions listed in Table 3 and elsewhere (32–36). However,
MINEQL+ calculations indicate that there is a range of conditions where
monochloramine is prevalent. For instance, at pH >7, NH2Cl dominates in most
conditions relevant to water treatment, while at lower pHs the formation of
dichloramine, and in some conditions of trichloramine, is expected to become
important.

The effects of monochloramine formation on oxidation processes in treated
surface waters can be evaluated based on the changes of the electrochemical
potential of the HOCl/Cl- couple in the presence of ammonia. Result of these
calculations (that assumed the formation of monochloramine only at pH>7) are
shown in Figure 8.

The data of numerical modeling indicate that NH2Cl formation will cause a
significant decrease in the redox conditions at practically all pHs relevant to water
treatment. Calculations for varying ammonia levels show that the electrochemical
potential of the HOCl/Cl- couple at a fixed pH typical for water treatment processes
(e.g., pH 8) is expected to decrease when the molar concentration of ammonia
approaches that of the total chlorine (Figure 9).

At equimolar concentrations of ammonia and chlorine, the decrease of the
electrochemical potential at pH 8 is expected to be close to 0.075 V. This decrease
in the electrochemical potential of the system has been shown to be significant
enough to affect NOM oxidation and disinfection processes and destabilize some
of the solids, for instance PbO2, formed in drinking water distribution systems in
the presence of chlorine (38, 46–48).
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Figure 8. Effects of varying ammonia/total chlorine molar ratios on the
electrochemical potential of the HOCl/Cl- couple. 150 mg/L chloride, no

bromide, ionic strength 0.01 M. Total active chlorine concentration 4 mg/L as Cl2.

Figure 9. Change of the electrochemical potentials of the HOCl/Cl- couple at
varying ammonia/total chlorine molar ratios at pH 8. 150 mg/L chloride, no
bromide, ionic strength 0.01 M. Total active chlorine concentration 4 mg/L as

Cl2. NOM is assumed to be absent.

Results shown in Figure 8 and Figure 9 are likely to underestimate effects of
haloamine formation on the redox potential of water since these calculations do not
account neither for the formation of NHCl2 and NCl3 nor the effects of NOM on
the equilibrium concentration of HOCl that ultimately defines the electrochemical
potential of systems with halogens.
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The formation of di- and trichloramine as well as the engagement of HOCl and
OCl- in reactions with amine groups (and other reactive functionalities) present
in NOM will undoubtedly decrease the concentration of these oxidants. These
effects can be quantified via detailed examination and subsequent interpretation of
the redox potential of waters containing varying levels of chlorine, ammonia and
NOM. These measurements have not been done with adequate consistency and
need to be carried out in the future.

Conclusions

Major aspects of the speciation of chlorine and bromine in aquatic systems
with widely varying pHs, concentrations of bromide, chloride and total active
chlorine are discussed in this chapter. In the absence of ammonia, formal
consideration of equilibria involving three main types of halogen species
(hypohalogenous acids HOX and their anionic forms, molecular forms of halogens
Cl2, Br2 and BrCl and trihalogenide ions BriCl3-i-) can be carried out based on
two major reference species (OCl-, Br-) and accounting for effects of free Br-,
Cl-, pH and ionic strength of the relevant reactions. Formal equilibria constants
that are necessary for implementing such an approach were calculated in the
paper and compiled in Table 2. Formal haloamine formation constants can also
be defined based on the consideration of OCl-, Br- and NH4+ as reference species
(Table 4) but this approach is deemed to have a limited applicability, primarily to
conditions when monochloramine is expected to be prevalent. Detailed kinetic
modeling that takes into account forward and reverse reactions associated with
haloamine formation as well as redox transformation yielding Cl-, N2, NO3- and
other species needs to be employed to model actual aquatic systems containing
both ammonia and halogens. Redox conditions in such systems can be examined
based on the electrochemical potential of the HOCl/Cl- couple that be modeled
numerically and quantified experimentally.
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Chapter 12

Remediation of Chemically-Contaminated
Waters Using Sulfate Radical Reactions:

Kinetic Studies

Stephen P. Mezyk,1,* Kimberly A. Rickman,1 Garrett McKay,1
Charlotte M. Hirsch,1 Xuexiang He,2 and Dionysios D. Dionysiou2

1Department of Chemistry and Biochemistry, California State University
Long Beach, 1250 Bellflower Blvd., Long Beach, CA 90840

2School of Energy, Environment, Biological and Medical Engineering,
University of Cincinnati, Cincinnati, OH 45221-0012

*Phone: 562-985-4649, Fax: 562-985-8557, Email: smezyk@csulb.edu

The quantitative removal of chemical contaminants in water is
one of the most pressing problems facing water utilities today.
To augment traditional water treatments that are usually based
on adsorptive and chemical-physical processes, radical-based
advanced oxidation and reduction processes (AO/RPs) are now
being considered. While most AO/RPs utilize the hydroxyl
radical in treatment the use of oxidizing sulfate radicals is
also gaining interest. To help assess the applicability of
sulfate radical based AO/RPs in remediating contaminated
waters, here we have determined absolute rate constants and
reaction mechanisms for SO4-• reaction with four β-lactam
antibiotics (amoxicillin, penicillin-G, piperacillin, tircarcillin),
three estrogenic steroids (ethynylestradiol, estradiol, and
progesterone) and one personal care product (isoborneol). For
the four antibiotics of this study the relatively fast rate constant
values suggests that the majority of the SO4-• oxidation occurs
at the sulfur atom in the ring adjacent to the β-lactam moiety,
as opposed to the hydroxyl radical reaction which occurs at
peripheral aromatic rings. The measured sulfate radical rate
constants for estradiol and progesterone are identical, with the
slightly faster value for ethynylestradiol suggesting significant
oxidation occurring at its ethynyl moiety. For isoborneol, the
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sulfate radical reactivity was slightly lower, but still fast enough
that AO/RP treatment utilizing this radical might be feasible
at large-scale. Piperacillin was also chosen for a detailed
investigation of its degradation by both SO4-• and •OH in a
laboratory scale homogeneous UV photochemical system. It
was found that although the absolute reaction rate constant
for piperacillin reaction with SO4-• was lower than for •OH,
the overall removal of this antibiotic was more effective when
using UV/S2O82- than UV/H2O2. For an initial oxidant dose of
1 mM and an antibiotic concentration of 50 µM, percentage
removals of 65.2% and 33.0%, respectively, at a UV fluence
of 320 mJ/cm2 were obtained. This difference was attributed
to the higher quantum yield of sulfate radical production from
persulfate under UV 254 nm irradiation.

Introduction

The adverse ecological impacts of endocrine-disrupting compounds, personal
care products, antibiotics, and pesticides or herbicides in water supplies (1–6)
and wastewater effluents are causing concern amongst regulatory groups and
the public. Traditional water treatment relies primarily upon adsorptive and
chemical-physical processes to remove or transform these unwanted organic
contaminants. However, these treatment processes may sometimes not be
sufficient (6), as quantitative removal of low (ng L-1) concentrations of dissolved
chemicals may be complicated by the presence of much higher levels of other
water constituents such as dissolved organic matter (DOM) and carbonate.

In order to augment traditional water treatment processes, the use of in-situ
generated radical species, such as the oxidizing hydroxyl radical (•OH) and/or
reducing electron (eaq-) and hydrogen atoms (H•), to react with and destroy trace
contaminants following standard water treatment processes could be a viable
approach. These additional treatments are generally referred to as advanced
oxidation/reduction processes (AO/RPs) (7–11). These radicals can be created
using a variety of techniques (12); for example, the hydroxyl radical (•OH) can
be generated through using a combination of O3/H2O2, O3/UV-C, or H2O2/UV-C,
and mixtures of •OH, eaq-, and H• are produced from the UV irradiation of titanium
dioxide, sonolysis, or the irradiation of water via electron beams or γ rays.

The utilization of reducing radicals to destroy chemical contaminants in
real-world waters is problematic due to the presence of dissolved oxygen, which
preferentially scavenges these radicals to create the much less reactive superoxide
radical, O2-• ([O2] ~ 2.5 × 10-4M, k = 1.9 × 1010M-1 s-1 (13)). Therefore, the most
widespread AO/RPs are based on only the •OH radical production. However,
another AO/RP that is gaining interest utilizes sulfate radical (SO4-•) reactions
(14). The sulfate radical is also strongly oxidizing (Eo = 2.3 V, (15)) which means
that it can react with most organic chemical contaminants. It typically reacts
by electron abstraction from electron-rich centers in molecules, in contrast to
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hydroxyl radical based oxidations that mainly occur by hydrogen atom abstraction
and/or addition to aromatic moieties.

Sulfate radicals can be readily formed through persulfate (S2O82-)
decomposition induced by UV light (UV/ S2O82-), the presence of a catalyst, or
higher temperatures. In addition, they can be formed in water by the addition
of S2O82- to selected AO/RPs, where the reducing radicals will react with this
species according to (13):

Persulfate addition itself has been shown to be effective in treating subsurface
soils contaminated with chemicals such as diesel (16), PCBs (17), PAHs (18, 19),
chlorinated hydrocarbons (20, 21) and VOCs (22). These remediation processes
are considerably enhanced by persulfate activation, which increases its rate of
decomposition to form sulfate radicals. However, much less investigation of
sulfate radical use in chemically-contaminated water treatment has been reported.
The sulfate radical reaction has previously been shown to have high efficiency
in degrading model organic chemicals in water (14), but little is known about its
chemistry with contaminants of higher molecular weight in real-world waters.

The optimal, quantitative, removal of water contaminants through the use
of AO/RPs requires a thorough understanding of the redox chemistry occurring
between free radicals and the contaminant chemicals of concern under the
conditions of use. This can be accomplished through kinetic computer models,
that give the most information and provide the best test of the proposed treatment
(23) as all the chemistry in the system is considered. A critical component for
kinetic modeling of any free radical based process is the full understanding of the
kinetics and mechanisms of the radical reactions occurring. These fundamental
data allow for quantitative computer modeling of AO/RP systems to establish the
feasibility and large-scale efficiency of using radicals for specific contaminant
removal under real-world conditions.

Therefore, in this work we describe absolute rate constant measurements
for the sulfate radical reaction with four typical antibiotics, three representative
estrogenic steroids, and one personal care compound isoborneol (see Figure
1) measured using an electron pulse radiolysis system. In addition, the
radical-induced degradation of one specific antibiotic, pipericillin, was
investigated in a laboratory scale homogeneous photochemical system using UV
254 nm /S2O82- and UV 254 nm/H2O2 to provide further insight into the radical
chemistry occurring.

Experimental
Kinetic Studies

Chemicals used in this study were purchased from Sigma-Aldrich Chemical
Company at the highest purity available (steroids, >98%, KSCN, 99%, K2S2O8,
99%, Na2S2O8, 98%, β-lactam antibiotics >98%, isoborneol >98%). m-Toluic
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acid (3-methylbenzoic acid) was purchased from Fisher Scientific (99%). All were
used as received.

There are many possible methods of producing AO/RP radicals (12) but the
use of an electron beam for kinetic studies is optimal, as its energy deposition
quantitatively generates a mixture of •OH, eaq- and H• directlyfrom breaking bonds
and ionizing water molecules (13) according to the stoichiometry:

The numbers preceding each species in Equation (3) are their absolute
yields (G-value) in units of µmol J-1. These yields are constant for solutions
containing relatively low concentrations (< 0.10 M) of solutes irradiated in the
pH range 3-10. Electron pulse radiolysis allows generation of all these species in
nanoseconds, while the secondary reaction between the produced radicals and any
added solute molecule typically occurs on a microsecond timescale. Hydrogen
peroxide reactions occur at much longer times (milliseconds or greater), and so
do not interfere with radical kinetic measurements.

The study of sulfate radical kinetic measurements by this technique requires
the prior removal of hydroxyl radicals in order to isolate the reducing species.
Therefore, these kinetic experiments were conducted using a constant high
concentration of tert-butanol, (CH3)3COH, as a co-solvent (0.5-2.0 M), which
immediately scavenges the radiolytically produced hydroxyl radicals and most
hydrogen atoms (Equations 4 & 5) to produce the relatively inert •CH2(CH3)2COH
alcohol radical (13):

The isolated hydrated electron quantitatively reacts with added persulfate (in our
experiments 5.0 mM) to give the oxidizing sulfate radical. The sulfate radical will
also slowly react with the added tert-butanol (13),

but by careful selection of added concentrations a significant fraction of sulfate
radicals will react with the added chemical solute.

All rate constant data were collected using the linear accelerator facilities
at the Radiation Laboratory, University of Notre Dame. This irradiation and
transient absorption detection system has been described in full detail previously
(24). Absolute radical concentrations (dosimetry) were determined using the
hydroxyl radical oxidation of N2O-saturated 1.0 x 10-2 M thiocyanate (KSCN)
solutions at natural pH, whose efficiency has been previously established (25).
These measurements were performed daily.

The presence of the high alcohol concentration means that significant intra-
spur radical scavenging will occur, which will increase the initial hydrated electron
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Figure 1. Structures of four antibiotics (amoxicillin, penicillin-G, piperacillin,
tircarcillin), three estrogenic steroids (estradiol, ethynylestradiol, progesterone)

and one personal care compound (isoborneol) of interest in this study.

and sulfate radical yields (26). However, this mixed solvent solution also allowed
higher concentrations of the steroids to be dissolved (isoborneol and the β-lactam
antibiotics were sufficiently soluble in water) which meant that good pseudo-first-
order conditions ([Solute]:[SO4-•] > 20:1) were maintained. This considerably
simplified the data analysis.
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Solution flow rates were adjusted so that each pulse irradiation was performed
on a fresh sample, and multiple traces (5-15) were averaged to produce a single
kinetic trace. Typically, 3-6 ns pulses of 8 MeV electrons generating radical
concentrations of 2-10 µM SO4-• per pulse were used in these experiments. All of
these experiments were conducted at ambient room temperature (20 ± 2°C) with
the temperature variation in any given experiment being less than ± 0.3oC. Rate
constant error limits reported here are the combination of experimental precision
and compound purities.

Homogeneous Photochemical Degradation of Piperacillin

In addition to the directly measured kinetic parameters of this study,
one antibiotic, pipericillin, was also chosen for further investigation into its
radical-induced degradation using a homogeneous UV 254 nm photochemical
system as an example of the application of AO/RPs to remediate chemically
contaminated waters. Two different radicals, SO4-• and •OH, were generated by
UV irradiation (15 W low-pressure UV lamps by Cole-Parmer, λmax = 254 nm)
of added S2O82- and H2O2, respectively. The experiment was conducted in a
collimated system made according to Bolton and Linden (27). The irradiance
was determined by three different methods, iodide/iodate actinometry (28),
ferrioxalate actinometry (29), and a radiometer. Before each experiment, the
lamps were allowed to warm up for at least 30 minutes. A Pyrex® glass petri dish
(60 mm × 15 mm) with a quartz cover was used as the reactor, to which a solution
of 10 mL was added and mildly mixed with a magnetic stirrer bar. During the
experiment, 0.1 mL samples were taken at specific fluence levels, and then mixed
with 0.1 mL methanol to quench all of the radical reactions occurring.

The solution concentration of piperacillin was determined by HPLC. An
Agilent 1100 Series quaternary LC and a Nova-Pak C18 Waters 5-µm (3.9 mm ×
150 mm) column was used with the photodiode array detector set at 238 nm. The
mobile phase was the combination of 0.1% acetic acid in Milli-Q water (A) and
acetonitrile (B) with a gradient mode of 95% A and 5% B as the initial, gradually
changing to 65% A and 35% B in 12 minutes, 85% and 15% in the following 6
minutes, and return to the original combination at 20 minutes. The flow rate was
set at 0.5 mL/min, the injection volume was 20 µL, and the temperature of the
column was 25 °C.

The rate constant of piperacillin with SO4-• was determined in this
homogeneous UV 254 photochemical system using a competition approach with
m-Toluic acid as the standard. The initial concentrations of pipericillin, Toluic
acid, sodium persulfate, tert-butanol, and phosphate buffer (pH=7.4) were 50
µM, 50 µM, 10 mM, 500 mM, and 5 mM, respectively. The high concentration
of persulfate was to ensure the sufficient production of SO4-• while the high
concentration of tert-butanol was used again to quench any hydroxyl radical
produced under UV irradiation of the reaction solution.
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Results and Discussion

Kinetic Studies

The sulfate radical has a broad absorption spectrum, with a maximum near
450 nm (30). The reactions of sulfate radicals with four β-lactam antibiotics,
amoxicillin, penicillin-G, piperacillin and ticarcillin, were investigated in
this work. These experiments were conducted in solutions containing 0.5 M
tert-butanol which were adjusted to a pH of 7.4 using 5.00 mM phosphate buffer.
Maintaining a constant near-neutral pH was necessary for reactivity comparison
as a pH dependence has been previously reported for sulfate radical reaction
with carboxylic acids and TCE in aqueous solution (31, 32). Typical antibiotic
concentrations were 100-500 µM. From the rate of change of the first-order
decay kinetics observed with varying antibiotic concentration (see Figure 2a)
second order reaction rate constants could be readily determined (Figure 2b). Our
measured rate constants are summarized in Table 1.

Figure 2. a) Decay of SO4-• radical at 450 nm for 92.7 (□), 300.0 (▿) and 500.0
µM (▵) added amoxicillin. Kinetic curves are offset in order to aid visibility. Solid
lines through data points are fitted first-order kinetics, with pseudo-first-order
rate constants of (7.06 ± 0.l2) × 105, (1.30 ± 0.03) × 106 and (2.09 ± 0.05) ×
106 s-1, respectively. b) Second order transformation of first-order fitted values
plotted against amoxicillin concentration. Solid line corresponds to second order
rate constant, k = (3.48 ± 0.05) × 109M-1 s-1. Inset: Oxidized amoxicillin product
species absorbance in arbitrary units taken at end of sulfate radical reaction.
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Table 1. Summary of sulfate radical reaction rate constants determined
in this study

Compound Measured
kSO4-• a

M-1 s-1

k•OH
M-1 s-1

amoxicillin 2.9 × 109 (6.94 ± 0.44) × 109 (39)

penicillin G 1.4 × 109 (30) (8.70 ± 0.32) × 109 (40)

piperacillin (1.74 ± 0.11) × 109 (30) b

1.2 × 109 (30)
1.85 × 109 b

1.16 × 109

(7.84 ± 0.49) × 109 (40)

ticarcillin 8.0 × 108 (30) (8.18 ± 0.99) × 109 (40)

EE2 (3.01 ± 0.28) × 109 (38) (1.52 ± 0.23) × 1010 (38)

estradiol (1.21 ± 0.16) × 109 (38) (1.15 ± 0.28) × 1010 (38)

progesterone (1.19 ± 0.16) × 109 (38) (8.5 ± 0.9) × 108 (38)

isoborneol (5.28 ± 0.13) × 108 ______

a Rate constants for antibiotics are zero ionic strength corrected values. b Rate constants
for antibiotics with SO4-• are not corrected for zero ionic strength.

It is important to note that at this pH these antibiotics are negatively charged,
like the sulfate radical, and so the measured reaction rate constants will be
dependent upon the solution total ionic strength. As our stock solution had a
relatively high ionic strength of 0.025 M, we corrected our measured values to
zero ionic strength using the standard equation (33):

where k is the measured second-order rate constant, ko is the corresponding
zero ionic strength value, z1 and z2 are the charges of the sulfate radical (-1)
and antibiotic, respectively, and I is the solution ionic strength. The antibiotic
charges at pH 7.4 were calculated based on literature pKa values (34–36). For
amoxicillin, with its reported pKa values of 2.4 and 7.49 (37), this reduces the
SO4-• reaction rate constant from its measured value of 3.48 × 109 to 2.96 × 109
M-1 s-1. Previously (38) we had used an incorrect high pKa2 value of 9.6 for
this correction which resulted in an erroneously high SO4-• rate constant for this
antibiotic. The zero ionic strength rate constants for penicillin G, piperacillin,
and tircarcillin were found to be 1.44 × 109, 1.17 × 109, and 0.80 × 109 M-1 s-1,
respectively (see Table 1).

While amoxicillin has the fastest sulfate radical reaction rate constant, the
other three antibiotics show effectively the same value within experimental error.
Moreover, the transient absorption spectra (see for example Figure 2b, Inset)
obtained for the initial species produced in sulfate radical oxidation of all these
antibiotics as well as their parent (+)-6-aminopenicillanic acid compound (38)
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are similar, which implies a consistent reaction mechanism for these antibiotics.
Based on these data we infer that the predominant oxidizing SO4-• reaction occurs
at the S atom in the five-member ring immediately adjacent to the β-lactam ring
in these antibiotics. In contrast, it has previously been reported (39, 40) that
the corresponding hydroxyl radical reactions for these antibiotic species occur
predominately at peripheral aromatic rings, producing hydroxylated species with
an intact β-lactam core. While the hydroxyl radical oxidations are considerably
faster than those of the sulfate radical (see Table 1) the closer site of reactivity of
the latter (Figure 3) implies that it could be more efficient in destroying antibiotic
activity than the corresponding hydroxyl radical reaction.

Figure 3. Suggested initial reaction mechanisms of sulfate radical oxidation
of amoxicillin, EE2, and isoborneol.

SO4-• Reaction with Estrogenic Steroids

The sulfate radical reactivity with three typical contaminant estrogenic
steroids (Figure 1) was also determined in this work. The considerably
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decreased aqueous solubility of these chemicals meant that much lower steroid
concentrations had to be used. However, following the same methodology as
for the antibiotics, sulfate radical reaction rate constants were obtained (38) for
ethynylestradiol (EE2), estradiol and progesterone as 3.01 × 109, 1.21 × 109 and
1.19 × 109 M-1 s-1, respectively (see Table 1). These second-order kinetic data
are shown in Figures 4(a-c). For both progesterone and estradiol the SO4-• rate
constant was slower than for EE2, implying that different reaction mechanisms
were occurring. While these three rate constants do not allow the specific
mechanism of oxidation for progesterone and estradiol to be quantitatively
determined, the significantly faster rate constant for EE2 suggests that significant
SO4-• oxidation occurs at the ethinyl bond in this molecule (Figure 3).

Figure 4. Second order kinetic plots for SO4-• radical reaction with a)
ethynylestradiol (EE2), b) estradiol, c) progesterone, and d) isoborneol. Solid
lines are weighted linear fits, corresponding to rate constants of (3.01 ± 0.28)
× 109 M-1 s-1 and (1.21 ± 0.16) × 109 M-1 s-1, (1.19 ± 0.16) × 109 M-1 s-1, and

(5.28 ± 0.13) × 108 M-1 s-1, respectively.

All these sulfate radical oxidations are slower than measured for the hydroxyl
radical, (see Table 1) indicating that the initial reaction mechanisms for these two
oxidizing radicals differ. As observed for the antibiotic oxidations (38) the •OH
reaction is anticipated to add to the constituent phenyl ring in these steroids. This
would give dihydroxy stable product species, and for estradiol these dihydroxy
species have been shown to have comparable steroidal activity and higher aqueous
solubility (41). Therefore, the use of sulfate radicals which preferentially reacts at
other electron-rich centers in these molecules may prove advantageous for the total
removal of estrogenic activity in the treatment of large-scale real-world waters.
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SO4-• Reaction with Isoborneol

We have also investigated the sulfate radical reaction of a common personal
care chemical, isoborneol (Figure 1). This aliphatic ring based chemical is a
perfume agent, food additive, and moth repellant, and can be a skin, eye, and
respiratory irritant (42). While isoborneol itself is not a major contaminant of
concern, this compoundwas chosen for study because it is a saturatedmonoterpene
that is more soluble in water than 2-methyl isoborneol, an analogous contaminant
that has a major water quality impact due to its low odor threshold in the ppb range.

The second-order reaction rate constant for the sulfate radical with isoborneol
(Figure 3) was found to be (5.28 ± 0.13) × 108 M-1 s-1. While its reactivity is
slower than for the estrogenic steroids and antibiotics of this study (Table 1),
it was still surprisingly fast when compared to simple aliphatic alcohols such
as tert-butanol (Equation 6, k6 = 8.4 × 105 M-1 s-1). A previous, systematic,
investigation of other sulfate radical reaction rate constants with other (non-ring)
aliphatic alcohols in water (43) has established a relationship with number
and type of C-H bonds in these molecules. Based on the principle of additive
reactivity, individual rate constants for primary, secondary, and tertiary C-H bond
were calculated as 7.4 × 105, 1.8 × 107 and 9.8 × 107 M-1 s-1, respectively. Using
these values for isoborneol, an overall sulfate radical rate constant of 3.1 × 108
M-1 s-1 is predicted, only slightly lower than its measured value. In addition,
this analysis suggests that the predominant oxidation occurs by hydrogen atom
abstraction from a tertiary carbon atom, as shown in Figure 3. Unfortunately,
no hydroxyl radical rate constant for isoborneol could be found in the literature,
precluding any further quantitative comparison between these two oxidizing
radicals. However, it would be expected that •OH reaction would also occur by
hydrogen atom abstraction, with a rate constant in the 108 - 109M-1 s-1 range (13).
Similar values would be expected for the 2-methyl isoborneol compound as based
on their close structures. Overall, these sulfate radical data suggest that treatment
of aqueous waste streams containing isoborneols by AO/RPs could be a viable
treatment method, with both the oxidizing hydroxyl and sulfate radicals assisting
in the total removal of these chemicals.

Homogeneous Photochemical Degradation of Piperacillin

Persulfate is a strong inorganic oxidant; however, it can be activated to
form sulfate radicals (44–47) by use of a transition metal, UV irradiation or by
increasing the temperature. In this study the application of sulfate radicals was
shown by the degradation of a β-lactam antibiotic, piperacillin, in a laboratory
scale homogeneous UV photochemical system (Figure 5). Initial concentrations
of pipercillin and persulfate were 50 µM and 1 mM, respectively. At a UV fluence
of 320 mJ/cm2 the degradation of piperacillin was 4.7%, 33.0% and 65.2% for
UV, UV/S2O82- and UV/H2O2, respectively. Under dark conditions, there was
no significant removal of pipericillin either by S2O82- or by H2O2 during the
same time interval. Previously, the second order rate constants for SO4-• and •OH
radicals with pipericillin were determined to be 1.2 × 109 M-1 s-1 (30) and (7.84
± 0.49) ×109 M-1 s-1 (40), respectively, (the sulfate radical value was corrected to

257

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

2

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Figure 5. Measured degradation of piperacillin in the homogeneous
photochemical system, with the initial concentration of the antibiotic and the

oxidant to be 50 µM and 1 mM, respectively, in Milli-Q water.

zero ionic strength using Equation (7)). The slightly faster degradation of PIP by
the UV/S2O82- AO/RP in comparison to the UV/H2O2 was therefore attributed to
the rate of formation of the radicals, which was shown in the difference in the
quantum yield of the oxidants under UV-254 nm irradiation (Equations 8 & 9,
(48–50))

In this study, a chemical competition kinetics approach was also evaluated
to determine the second order rate constant for sulfate radical reaction with
pipericillin. The competitor, m-Toluic acid, was chosen because of its similar
rate constant to pipericillin with SO4-•, 2 × 109 M-1 s-1 (51). As shown in Figure
6, neither pipericillin nor m-Toluic acid underwent directly photolysis; however,
both of them followed UV fluence-based pseudo-first-order reaction kinetics,
with kobs(PIP) = 1.74 × 10-3 cm2/mJ and kobs(TA) = 1.88 × 10-3 cm2/mJ (m-Toluic
acid) when sulfate radicals were generated in the AO/RP. The absolute second
order rate constant could thus be determined by equation (10)
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to be kSO4-•(PIP) = 1.85 × 109M-1 s-1. Correcting this value for ionic strength effects
(the pKa of pipericillin was 4.14 and the total ionic strength at pH 7.4 was 0.041
M) according to equation (7) gave a limiting value of kSO4-•(PIP) = 1.16 × 109 M-1

s-1, in excellent agreement with our previous result (30).

Figure 6. Determination of second order rate constant of piperacillin with
SO4-• through m-Toluic acid competition kinetics. For the UV/S2O82- experiment
the initial concentrations of piperacillin, m-Toluic acid, sodium persulfate,

tert-butanol, and phosphate buffer (pH=7.4) were 50 µM, 50 µM, 10 mM, 500
mM, and 5 mM, respectively. The chemical concentrations were the same for the

UV-only experiment in the absence of persulfate.

Conclusions
Rate constants for the reactions of oxidizing sulfate radicals have been

determined for four common antibiotics, three estrogenic steroids, and one
personal care product in water. The relatively fast rate constants extrapolated
to zero ionic strength for SO4-• reaction with amoxicillin (2.9 × 109 M-1 s-1),
penicillin-G (1.4 × 109 M-1 s-1), piperacillin (1.2 × 109 M-1 s-1), and tircarcillin
(8.7 × 108 M-1 s-1), suggests a consistent mechanism, believed to be electron
abstraction from the sulfur atom in the five-member ring adjacent to the β-lactam
ring in these compounds. For the three estrogenic steroids, ethynylestradiol ((3.01
± 0.28) × 1010 M-1 s-1), estradiol ((1.21 ± 0.16) × 1010 M-1 s-1, and progesterone
((1.19 ± 0.16) × 109 M-1 s-1) the lower values for the latter two suggests that
significant sulfate radical reaction at the triple bond occurs for EE2. For the
saturated aliphatic isoborneol ((5.28 ± 0.13) × 108 M-1 s-1), the sulfate radical
reaction is still relatively fast suggesting that AO/RP treatment utilizing this
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radical may be feasible at large-scale. Although the absolute rate constant of
piperacillin with SO4-• was lower than that for •OH, the removal of the compound
was faster by UV/S2O82- than by UV/H2O2, with a percentage loss of 65.2% and
33.0%, respectively, at UV fluence of 320 mJ/cm2. This finding is attributed to
the higher quantum yield of persulfate under UV 254 nm irradiation.
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Chapter 13

Voltammetry of Sulfide Nanoparticles and the
FeS(aq) Problem

G. R. Helz,*,1 I. Ciglenečki,2 D. Krznarić,2 and E. Bura-Nakić2

1Department of Chemistry and Biochemistry, University of Maryland,
College Park, MD 20742, USA

2Center for Marine and Environmental Research, Ruđer Bošković Institute,
Bijenička 54, 1000 Zagreb, Croatia

*helz@umd.edu

Voltammetry at Hg drop electrodes is a promising method
for detecting sulfide nanoparticles in natural waters. Recent
research suggests that such nanoparticlesmight affect organisms
in unforeseen ways. Sulfide nanoparticles diffusing to Hg
surfaces are captured selectively even from unfiltered waters
that contain larger amounts of other nanoscale materials,
such as organic macromolecules or clay minerals. Optimum
size sensitivity for capture is roughly 5-100 nm at Hg drop
electrodes. Sulfide nanoparticles are stabilized at Hg surfaces
by transformation to adlayers, whose accumulation can be
quantified electrochemically. Study of FeS adlayers has led
to new insights regarding the puzzling -1.1 V vs. Ag/AgCl
signal observed in sulfidic natural waters. This signal has
been attributed previously to Fe sulfide clusters or complexes.
New evidence shows that it arises from reduction of Fe2+ at
FeS adlayers formed by sorption of FeS nanoparticles on Hg
electrodes. Partial coverage of Hg with FeS creates in essence
two electrodes. These reduce Fe2+ at separate potentials.

Introduction

Aquatic and marine chemists by convention have relied on filtration to
divide samples of natural waters into dissolved and particulate fractions prior to
analysis. For many decades, 0.45 μm pore size filters were preferred, although
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0.2 μm or smaller pore sizes have been also in common use. It has always
been recognized that this approach provides a less than ideal way of classifying
analytes. The filtration process itself is procedure-dependent and problematic (1).
More importantly, solutes in the so-called dissolved (filterable) fraction consist
not solely of hydrated ions and molecules, but include nanoparticles. Recently,
nanoparticles have become the focus of increasing interest.

Exactly what constitutes a nanoparticle has received much discussion.
Interested readers are referred to a review by Lead and Wilkinson (2). Some
physicists and chemists define nanoparticles as objects so small (usually < 5
nm) that they possess optical properties influenced by quantum confinement.
In natural waters, this definition is operationally impractical because of the
presence of optically interfering substances, especially macromolecular organic
materials. Additionally, the relevant optical properties are well-defined only for
nanoparticles having narrow ranges of composition and size, an unlikely situation
in nature. Many environmental scientists now prefer a size-based definition
that nanoparticles simply have at least one dimension in the 1 to 100 nm range
(2). Although neither filtration nor ultrafiltration achieve precise size-based
separations, sizes of 1 to 100 nm are roughly consistent with an operation-based
definition that nanoparticles pass filters with nominal pore sizes in the tenths of a
micron range but are retained by ultrafiltration membranes with cutoffs of a few
kDa (3).

Some nanoparticles may possess unique toxicological properties that differ
from those of the same components as bulk solids or as ions or molecules in
solution (4–6). A subclass of nanoparticles, the chalcogenide quantum dots, has
attracted particular attention. These are sulfide-, selenide- or telluride-containing
semiconductors in the quantum confinement size range. Some quantum dots
appear to be able to enter cells and cause damage that differs from that caused
by the same components as ions in solution (7–10). Whether this behavior is a
general property of chalcogenide quantum dots is not yet clear (11). Filterable
(0.2 μm) HgS nanoparticles are sufficiently hydrophobic to be extracted into
octanol and may be responsible for the biological activity previously attributed to
HgS0 complexes or clusters (12).

As discussed in the next section, good evidence indicates that sulfide
nanoparticles of natural origin exist in the environment. The possibility that
such nanoparticles might also exhibit unusual biological behavior creates a
need for analytical methods to characterize and quantify them in natural waters.
The needed methods should be able to detect sulfide nanoparticles in the
presence of more abundant and common nanoscale materials, including organic
macro-molecules, Fe and Mn oxyhydroxides and clay minerals.

In this chapter, we first review evidence that metal sulfide nanoparticles
probably exist in natural waters, possibly even in the presence of O2. Then we
describe recent research at the Ruđer Bošković Institute aimed at characterizing
their voltammetric behavior. The strong affinity of Hg for sulfide makes the Hg
drop electrode an attractive device for selectively capturing sulfide particles from
samples containing an abundance of other nanoparticulate materials. Finally we
present some preliminary results to show that this approach might prove useful
for direct determination of sulfide nanoparticles in natural waters.
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Sulfide Nanoparticles in Nature

Expectations from Thermodynamics

Figure 1 shows thermodynamic speciation calculations for two sulfide-
reactive metals, Cu and Fe. Saturation with respect to elemental S is assumed,
resulting in redox control by the S(-II)/S(0) couple. Notice that even quite low
sulfide concentrations cause the principal dissolved complexes in both cases to be
in lower oxidation states at equilibrium.

Figure 1. Equilibrium speciation and degree of saturation (Ω) in waters
containing 10-9M total Cu (left panel) and 10-5M total Fe (right panel) as a
function of free sulfide (H2S+HS-)concentration. Metal concentrations are

representative for suboxic or anoxic natural waters. Ω = [M2+][HS-]/10-pH/Ksp.
Assumed conditions: pH 7.5; major inorganic anions at seawater concentrations;

saturation with Srhombic. (Data: (13–17)).

The species distributions assume that no sulfide phases precipitate, but the
figure indicates that very high degrees of supersaturation would exist if this were
actually possible. To the contrary, huge supersaturations near the maxima in the
Ω curves imply negligible barriers to sulfide phase nucleation; rates of nucleation
should occur nearly at diffusion limits. Rapid nucleation produces numerous small
primary particles, usually having nanoscale dimensions (18). For example, FeS
precipitation in the laboratory produces primary particles < 10 nm (19–22). Copper
sulfide precipitates are similar (23, 24).

In nature, huge degrees of supersaturation that would drive nanoparticle
precipitation can be created wherever sharp redox gradients exist. Examples of
such places include pycnoclines above euxinic water columns and sediment-water
interfaces. At the microscale, sharp gradients occur around reducing microniches
in what might appear to be homogeneously oxidized media (25).
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Figure 1 shows that huge supersaturations with respect to CuS (covellite) exist
already at the lowest sulfide concentrations shown. In this range, dissolved Cu(I)
complexes involving sulfide and polysulfide are not yet competitive with Cu(II)-
organic matter complexes, but Cu sulfide particles are nonetheless stable. Thus if
Cu is involved in preserving traces of filterable sulfide in oxic natural waters, as has
been proposed, then Cu sulfide nanoparticles rather than dissolved Cu complexes
are most likely the agent (26).

As sulfide increases in Figure 1, the degree of supersaturation passes through
a maximum and then decreases as Cu(I) sulfide and polysulfide complexes start
to dominate in the aqueous phase. Under S0-saturation conditions, Cu polysulfide
complexes are most abundant, but they would be replaced by sulfide complexes or
bidentate thioanion complexes (27, 28) at lower activity of zero-valent sulfur. For
Cu, the greatest driving force for precipitation occurs near 0.01 μM sulfide.

In the case of Fe, sulfide complexes do not become significant until sulfide
concentrations exceed those normally found in euxinic waters; this prediction
is consistent with field evidence (29, 30). The supersaturation curve for Fe
is qualitatively similar to that of Cu, but the greatest driving force for FeS
(mackinawite) precipitation is centered at much higher sulfide.

A very important implication is that Cu and Fe sulfide nanoparticles are most
likely to be found in different sulfide concentration regimes in nature. Remarkably,
thermodynamics suggest that Cu sulfide nanoparticles are most likely to be found
in waters that would be judged non-sulfidic when assessed by conventional sulfide
analytical methods, which have detection limits near 10-6 M.

Field Evidence

To date, evidence that filterable (submicron) FeS particles indeed exist
in sulfidic natural waters is indirect. Based on sampling with size exclusion
columns, as much as a third of the filterable Fe below the chemocline in the Black
Sea consists of particles that are less than 50 nm in size (31). This material is
soluble at pH 5.5 and is inferred to be FeS. By comparing colorimetrically and
electrochemically determined concentrations of filterable Fe(II) and S(-II) in
Lake Bret, Buffle et al. (32) established that both components occur in submicron
colloids. Curiously, colloidal Fe exceeded colloidal S by about 2-fold on a
molar basis. If this is not an analytical artifact related to the FeSaq problem (see
below), then mackinawite cannot be the only Fe-bearing nanoscale precipitate.
Bura-Nakić et al. (33) concluded that roughly half the methylene blue determined
S(-II) in Lake Pavin resides in a filterable form that is not free sulfide. This
form is most likely FeS based on thermodynamic arguments as well as analytical
constraints.

Similar evidence from natural waters supports existence of sulfide
nanoparticles containing other metals. Skei et al. (34) captured aggregates of
ZnS and CuS at the top of the sulfidic water column of Framvaren Fjord by 0.4
μm filtration. The aggregates themselves exceeded 1 μm in size, but consisted
of smaller particles. Spherical aggregates consisting of 1-5 nm primary ZnS
particles have been observed in biofilms in a flooded Pb-Zn mine (35, 36). Similar
aggregates have been found in H2S-rich pore waters in wetlands (37). Copper-rich
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sulfide particles < 50 nm in diameter, as well as hollow spheres 50 – 150 nm, were
produced in experiments with flooded soils (38). On the other hand, the highly
sulfidic Black Sea water column contains copper mainly in an anionic form, not
as nanoparticles (31). This supports the inference from thermodynamics that Cu
sulfide and polysulfide anionic complexes are more likely than nanoparticles at
higher sulfide concentrations (Figure 1).

Even in oxic environments, tentative evidence exists for sulfide nanoparticles.
Wastewaters contain filterable forms of Ag having properties consistent with Ag2S
nanoparticles, including retention by ultrafiltration and resistance to oxidation
(39). Nanoscale Ag2S (5-20 nm) now actually has been imaged by transmission
electron microscopy in wastewater sludge (40). Oxic surface waters and sewage
treatment plant effluents contain filterable forms of bound S(-II) that are partly
retained by ultrafilters; these behave analytically like Cu and Zn sulfide particles
(41). Counter-intuitively, Sukola et al. (26) demonstrate that Cu, Zn and Cd
sulfide species that are probably nanoparticles persist in oxic water for weeks.

A shortcoming of this evidence is that filtration is necessary in most cases
to qualify analytes as nanoparticulate. Experiments with recovery of synthesized
sulfide nanoparticles suggest that they readily adhere to surfaces and therefore are
likely to be underdetermined in filtered samples (26, 42, 43). Another shortcoming
is that the evidence is largely indirect. Nanoparticles are considered to be what is
left after other analytes have been accounted for. In many cases, nanoparticles
themselves are not being observed nor are their properties being measured.

Behavior of Sulfide Nanoparticles at Hg Electrode Surfaces

Sulfide macro- and nanoparticles readily sorb to Hg surfaces owing to the
great affinity of Hg0 for reduced S in almost any form (44, 45). As a consequence,
metallic Hg is an effective and selective sample collection device. For example,
we have shown that an Hg drop exposed to stirred, unfiltered Adriatic Sea water
can be used as a sulfide nanoparticle collector (44).

Sulfide Adlayers at Hg0 Surfaces

To understand the voltammetry of nanoparticles, it is necessary to understand
the adlayers that form on Hg electrode surfaces. Adlayer is a portmanteau word
that simply means adsorbed layer; the word is used throughout surface science,
not simply with regard to electrode surfaces. In metallurgy, oxide adlayers
are commonly used to impart corrosion resistance to metal surfaces; bluing of
gunmetal and anodizing of aluminum are familiar examples.

It has been known for more than a century that HgS adlayers accumulate
spontaneously under certain conditions onHg electrodes that are exposed to sulfide
solutions (45). For this to happen the electrode potential must be held within a
window of approximately +0.15 V to -0.65 V. (All potentials quoted in this paper
are vs. a Ag/AgCl, 3MKCl reference electrode; for electrochemical reactions that
are H+- or HS--dependent, potentials are approximate and assume near-neutral pH,
~105 M HS-, which are common conditions in sulfidic natural waters.)

269

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Outside this window, HgS adlayers are unstable. At more positive potentials,
HgS in the adlayer is transformed to HgO (or calomel in chloride solutions); at
more negative potentials, HgII is reduced to Hg0 with release of dissolved sulfide
(45). The reduction reaction (HgS + H+ + 2e- → Hg0 + HS-) is often exploited
in the voltammetric determination of dissolved sulfide. To reduce completely an
HgS monolayer, a charge of about 180 microcoulombs per square centimeter of
electrode surface must be provided (45). When HgS adlayers exceed monolayer
thicknesses, the necessary reduction charge per layer is greater and the reduction
potential shifts to more negative values. This implies that multilayers are more
dense and thermodynamically stable than monolayers.

When metal sulfide (MS) nanoparticles are present in sulfidic solution, MS
adlayers as well as HgS adlayers are a possibility on Hg electrodes. We have
explored CuS and FeS adlayers in some detail (24, 46, 47), and explored adlayers
of a few other metals to a limited extent (48).

The potential window for CuS adlayer stability reaches from an anodic limit
of about -0.3 V to a cathodic limit of about -0.95 V. The anodic reaction involves
oxidation of Hg0 to HgS with release of Cu2+ or a CuII complex, depending on
solution composition (46). Notice that this limit does not involve oxidation of
CuS, itself, which occurs at much more positive potentials (49). The cathodic
limit, around -0.95 V, is nominally due to CuS + H+ + 2e-→Cu0 + HS-, but Cu0 in
this case represents an amalgam or intermetallic Cu-Hg compound on the electrode
surface. As in the case of HgS, the reduction potential of CuS shifts in the negative
direction as the adlayer becomes thicker (24).

The potential window for stable FeS adlayers is broader, reaching from about
-0.45 V to beyond -1.50 V. The anodic limit is established by FeS + Hg0→HgS +
Fe2+ + 2e- (47). The cathodic side of this window, which has not been investigated
carefully, presumably is established by reduction of FeS to Fe0 with release of
sulfide to solution. The cathodic limit is hundreds of millivolts more negative
than the thermodynamic reduction potential of FeS, which is estimated to be -1.2
V (50). This overpotential is very similar to the known overpotential for Fe2+ +
2e- → Fe0 at Hg electrodes (51). Both overpotentials are related to the difficulty
of nucleating Fe0, a non-amalgamating metal, on Hg electrodes. It is important to
note that the stability windows for FeS and CuS adlayers overlap partly, but not
entirely, with the stability window of HgS adlayers.

The key to voltammetric determination of MS nanoparticles is to accumulate
them in the form of MS adlayers on an electrode. This must be done at potentials
where no interfering HgS adlayer can form. After accumulation, the amount
of MS adlayer can be quantified by scanning past either the anodic or cathodic
limit of stability of the MS adlayer and measuring the current as the adlayer
decomposes electrochemically. The strategy is analogous to the time-honored
one of determining dissolved sulfide by accumulating an HgS adlayer and then
scanning past the potential where that adlayer is reduced.

Sulfide Nanoparticle Interactions with Hg0 Electrodes

Figure 2 presents a conceptualization of what happens if an Hg surface is
exposed to FeS nanoparticles in suspension. It is assumed that the electrode
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potential is being held at a value that lies beyond the negative limit of HgS adlayer
stability.

Figure 2. Schematic of the interaction of FeS nanoparticles with a mercury
electrode surface.

The FeS nanoparticles diffuse by Brownian motion and bind to Hg on the
surface (A in Figure 2). The electrode has a negative surface charge at this
potential. Sulfide particles usually have negative zeta potentials at near-neutral
pH if kept out of contact with O2 (52, 53). In this situation, the incoming particles
must overcome an electrostatic potential energy barrier in order to reach the
electrode. Particle collection at the Hg drop electrode then is analogous to
coagulation; collection efficiency is sensitive to cation charge and concentration
in the electrolyte as predicted by the Schulze-Hardy Rule (24). If the electrode and
particles have opposite surface charges, then particle collection is facilitated by
electrostatics, rather than impeded. Collection efficiency becomes comparatively
insensitive to electrolyte composition (24).

This colloid-like behavior during accumulation of an adlayer demonstrates
that the nanoparticles, themselves, are transporting the analyte to the electrode
surface. Transport is not due to a minor dissolved intermediate.

Coagulation-like behavior discriminates against very small nanoparticles (less
than a few nm). They are less able to penetrate electrostatic energy barriers and
more likely to escape back to solution (54). In some cases small particles also may
be lost by reduction during the accumulation period and thus not assayed during
the subsequent scan (24).

The mass accumulation rate of spherical particles by Brownian diffusion is
proportional to radius-1, resulting in discrimination against the largest particles
(i.e. particle radii on the order of 100 nm or larger). Although we have shown
that particles in the micron size range, such as found in powder slurries, will
accumulate readily on Hg electrodes (44, 48) the accumulation process is most
sensitive to particles in the 5-100 nm diameter range.

This size selection effect is easily observed by repeatedly analyzing an
equimolar metal-sulfide mixture (46, 48). Typically, no metal sulfide deposit
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is formed on an Hg electrode immediately after preparing the mixture. At this
stage, particle sizes usually are in the 1-10 nm range (24), and most particles are
too small to be captured efficiently. As assays continue, however, signals due to
metal sulfide adlayers gradually grow because the primary particles coagulate and
recrystallize, becoming more efficiently captured by Hg0. Eventually though, the
signals decay as the particles pass out of the optimum size range for capture.

Nanoparticles that adhere to Hg surfaces apparently transform spontaneously
to adlayers (A→B in Figure 2). The thermodynamic drive for this involves
maximizing the exergonic sulfide-Hg0 interfacial interaction. In the case of CuS,
a large shift in reduction potential occurs during this transformation, implying
that the adlayer is much more stable than the adsorbed particle (24).

Once formed, the adlayer can be destabilized and its mass quantified by either
anodic (B→D) or cathodic (B→C) scans. In the case of FeS, the cathodic reaction
lies at extremely negative potentials where many interfering reactions are possible;
therefore the anodic reaction is best for quantification. On the other hand, CuS is
more conveniently quantified by its cathodic reaction.

Within the stability window of FeS adlayers, cathodic reactions with Fe2+ and
its labile complexes (FeCl+, FeSO40 etc.) occur (B→D in Figure 2). As discussed
in the next section, if the electrode surface consists partly of an FeS adlayer and
partly of bare Hg0, then Fe2+ can be reduced at both surfaces, but at different
potentials.

An alternate mechanism of producing an FeS adlayer on Hg involves first
accumulating an HgS adlayer at a relatively positive potential, such as -0.2 V
(i.e. within the HgS stability window but outside the FeS stability window). FeS
nanoparticles diffusing to the electrode will oxidize Hg0 to HgS with release of
Fe2+ rather than accumulating as an FeS adlayer. Then, if a cathodic scan is made
in Fe2+-containing solution, the HgS adlayer can be transformed to an FeS adlayer
(D→B) (47). By the same kind of replacement reaction, HgS can produce CuS
adlayers (24, 44, 46). Thus an analyst who wishes to detect nanoparticles by
the adlayer they deposit on Hg0 must avoid accumulation potentials where HgS
adlayers form.

The FeSaq Problem

Our study of FeS adlayers has led to an interesting new explanation for the
mysterious analyte that is commonly designated FeSaq (50, 55). This putative
analyte yields a reduction peak, which is sometimes a doublet, near -1.1 V
in sulfidic natural waters and in synthetic solutions containing Fe and sulfide.
Davison et al. (55) presented a detailed summary of the properties of FeSaq
but were unable to deduce its actual composition. They did show that it has a
diffusion coefficient similar to Fe2+ and therefore must have a lowmolecular mass.
However it also seemed to display coagulation behavior, disappearing at ionic
strengths above 0.1 M. Other authors have proposed that FeSaq is a charge-neutral
iron sulfide cluster of uncertain composition (50). The FeSaq signal appears only
in solutions that are near saturation with respect to FeS precipitates (33, 47, 50,
55). Such solutions can be suspected of containing FeS nanoparticles.
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The electrochemical landscape associated with the putative FeSaq signal is
illustrated in Figure 3. This figure shows both anodic and cathodic scans starting
from an accumulation potential of -0.75 V in solutions containing mixtures of
Fe(II) and sulfide. The mixtures were initially supersaturated with mackinawite
and contain suspended nanoparticulate FeS (diameter <50 nm) as determined
by dynamic light scattering measurements. At this accumulation potential, FeS
nanoparticles can deposit at the Hg surface and then transform to FeS adlayers. In
the cathodic direction, an FeSaq peak (i.e. -1.1 V peak labeled C1) is encountered
first, followed by a C4 peak. The C4 peak is agreed to be due to Fe2+ + 2e-→Fe0.
Note that both C1 and C4 increase proportionately with increasing Fe(II)/sulfide
ratio. In the anodic direction, an A3 peak occurs where FeS adlayers decompose
by oxidizing Hg0 (B→D in Figure 2).

Figure 3. Voltammetric curves for 2.2 x 10-5 M Na2S, 0.01 M NaCl and (1) 1.1 x
10-5 M, (2) 2.2 x 10-5 M, (3) 3.3 x 10-5 M, (4) 4.4 x 10-5 M Fe(II). Deposition with
stirring was at -0.75 V (Ag/AgCl reference; deposition time 10 s; Hg electrode
area 0.0054 cm2). First, the potential was scanned towards more negative values
and then the measurement was repeated by scanning towards more positive

values. (Inset, B) Dependence of (1) A3 peak charge vs. theoretically calculated
concentration of precipitated FeS nanoparticles and (2) sum of C1 and C4 peak
charges vs. theoretically calculated dissolved Fe(II) in the solutions given for

part A of the figure.

A thermodynamic model was used to calculate the equilibrium concentrations
of Fe2+ and its labile complexes, as well as the amount nanoparticulate FeS that
would be precipitated if the solution equilibrated with mackinawite (47). In the
inset to Figure 3, we show that the sum of charges for C1+C4 is proportional to
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the sum of dissolved Fe(II) species, whereas the peak charge for A3 is proportional
to the calculated amount of FeS precipitate.

Our interpretation of these observations is illustrated in part D of Figure 2.
During the accumulation period (10 s in this case), nanoparticulate FeS has sorbed
to the electrode and partially covered its surface with FeS adlayers. During the
subsequent cathodic scan, Fe2+ is reduced to Fe0 at -1.1 V on the FeS-covered
portion of the electrode and at -1.4 V on the bare Hg portion. In other words,
the overpotential known to be associated with this reduction reaction is greater on
Hg0 than on FeS. As a consequence, the one analyte gives two signals; a second
analyte, FeSaq, is not required.

Corroboration of this interpretation is supplied by two observations. First,
if a scan is reversed after the C1 peak has been recorded, an anodic peak due
to oxidation of Fe0 is observed (47). In the scientific literature, this peak has
been reported after Fe2+ was reduced on solid state electrodes but not after it was
reduced on Hg0 electrodes. Fe0 is wetted and absorbed into Hg0 (56). Thus it is
removed from the electrode surface and cannot be oxidized during an anodic scan.
Appearance of an Fe0 oxidation peak after an FeS adlayer has been deposited on
an Hg0 electrode shows that some Fe0 must reside on the adlayer, as depicted in
Figure 2.

Second, and more compellingly, our interpretation is corroborated by a
demonstration that the relative charges of the C1 and C4 peaks can be manipulated
simply by changing the amount of FeS adlayer deposited prior to a cathodic
scan (see Figure 7 in (47)). Increasing an electrode’s FeS adlayer coverage by
increasing the accumulation time increases the C1 peak at the expense of the C4
peak. When adlayer coverage becomes complete, the C4 peak disappears even
though the concentration of dissolved Fe2+ has not changed.

This new interpretation of the C1 signal explains some previously puzzling
findings in natural waters. For example, several workers have observed what they
interpret as an FeSaq complex or cluster in waters that appear to contain no Fe2+,
as measured by C4 at -1.4 V. If the signal arose from an FeSaq cluster or complex,
why would this species not disassociate, releasing Fe2+, until an equilibrium was
reached? Alternatively, if the FeSaq cluster or complex were so stable that the
equilibrium Fe2+ were immeasurably small in the presence of dissolved sulfide,
then why in other samples are both Fe2+ and FeSaq (C4 and C1), as well as free
sulfide, seemingly found together (51, 57)? If the C1 peak were an analytical
signal from a dissolved FeSaq complex or cluster, it should be possible to find a
mass action law relationship between the sizes of the C1 and C4 signals in sulfidic
waters; no such relationship has been reported. In the laboratory, iron sulfide
solutions are observed to equilibrate on time scales from a few seconds (50) to
an hour or so (20, 55), implying that slow kinetics probably cannot be invoked.
On the other hand, according to the interpretation presented here, a C1 peak with
no C4 peak simply means that the electrode has become completely covered with
an FeS adlayer and all dissolved Fe2+ is being reduced at C1.

Our interpretation of the C1 peak suggests that voltammetry will
underdetermine Fe2+ when the -1.4 V (C4) peak alone is measured. Thus the
Fecolloid/Scolloid ratio of ~2, rather than 1, in the colloids of Lake Bret (32) might

274

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



have arisen because Fe2+ was underdetermined, resulting in overestimation of
Fecolloid, which was obtained by difference: Fecolloid = Fe(II)total - Fe2+.

Identifying Metal Sulfide Nanoparticles

Several metal-sulfide adlayers can be reduced to metal amalgam plus
dissolved sulfide on Hg electrodes. Potentials of their reduction peaks are given
in Table 1. For the cases where reduction peaks have been measured, two peaks
are observed (48). The ratios of these peaks change with experimental conditions,
including accumulation time and nanoparticle ageing time. Reasons for two peaks
remain to be fully explored, but a contributing factor may be formation of metal
sulfide adlayers having different thicknesses. Thicker adlayers are produced by
longer accumulation times, but also might result when larger, aged particles sorb
to an electrode; larger particles create localized high concentrations of metal
sulfide on the electrode surface.

Table 1. Sulfide nanoparticle particle reduction potentials (24, 44, 46, 48)

Investigated sulfide species Peak potentials / V

C1(1) C1(2)

FeS < -1.5

CuS –0.95 -1.15

HgS –0.89 –1.01

PbS –1.18 –1.33

Notice that reduction potentials of Cu, Hg and Pb sulfides are rather similar.
Additionally they fall in the same range as the putative FeSaq peak. Thus
reduction potential appears not promising for identifying compositions of sulfide
nanoparticles.

To overcome this problem, additional tests can be conducted. Table 2 shows
how nanoparticles of the four metal sulfides in Table 1 respond to treatment with
EDTA or with dilute HCl. For example after addition of excess EDTA to HgS or
CuS nanoparticle solutions, reduction peaks remain. Both of these sulfides are too
insoluble to be appreciably dissolved by ~10-4MEDTA. On the other hand, in the
case of PbS or FeS, reduction peaks completely disappear when EDTA is added.
In addition to such chemical tests, geochemical abundance and thermodynamic
criteria (e.g. Figure 1) can be helpful in assessing what metal sulfide might be
responsible for an observed reduction peak.
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Table 2. Responses of C1 reduction peaks to EDTA addition or
acidification (33, 48)

Nanoparticulate
phase

C1 peaks observed after
10-4 M EDTA addition

C1 peaks observed after
acidification with HCl (pH=2)

and purging with N2

PbS No No

HgS Yes Yes

CuS Yes Yes

FeS No No

Preliminary Application to Natural Waters

Lake Pavin, in the Massif Central of France is permanently sulfidic below
60 m (33, 58). Sulfide, measured by the methylene blue colorimetric method
(designated S(-II)MB), reaches ~12 μM in the deeper waters. These waters are
dominated by dissolved Fe(II), which exceeds S(-II) by ~100-fold. A maximum in
the S(-II)MB concentration at about 65m attests to saturation of the lake waters with
FeS at this depth and below (33). This is affirmed by thermodynamic calculations.
As shown in Figure 4, a -1.1 V peak is observed in samples from the sulfidic water
column of this lake.

Figure 4. Cathodic scan in a sample collected from the iron-rich but sulfidic
water column of Lake Pavin at a depth of 71 m. Measurements were performed
ex situ under diffusion control (no stirring) at a starting potential of -0.2 V, scan
rate (v) of 0.1 V s-1. The middle peak has previously been attributed to reduction
of an iron sulfide complex or cluster of unknown composition (FeSaq) but in
this work is interpreted as due to reduction of Fe2+ and its labile complexes

on FeS adlayers.

Previously, we found that sulfide measured by voltammetry in unfiltered
samples (designated S(-II)V) was much lower than S(-II)MB, which had been
measured in filtered samples (33). The difference, typically ~9 μM, was attributed
to FeS, which is known to be included in S(-II)MB but not S(-II)V. Because the
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samples analyzed by the methylene blue method had been filtered (0.2 μm), the
extra sulfide found by methylene blue was inferred to be nanoscale FeS. Based
on extensive prior work on trace elements in this lake (58), all likely metal
sulfides other than FeS would be too scarce to contribute significantly to the 9
μM difference.

The -1.1 V peak in Figure 4 is evidence that the electrode has acquired an
FeS adlayer. However, this experiment alone does not demonstrate that FeS
nanoparticles exist in Lake Pavin. An HgS adlayer would have formed during the
early part of the scan in this experiment. This HgS would be transformed to an
FeS adlayer by the cathodic reaction near -0.5 V. Thus conditions for reduction
of Fe2+ to Fe0 on an FeS adlayer (i.e. the -1.1 V peak) might have arisen without
involvement of FeS nanoparticles.

On the other hand, direct evidence for FeS nanoparticles in Lake Pavin deep
waters is shown in Figure 5. This voltammetric scan was obtained after poising a
fresh Hg drop in unfiltered Lake Pavin water for 30 s at -0.75 V. At this potential,
no HgS adlayer can form (45, 47). After the accumulation period, a scan in the
positive direction produced a robust peak, which is due to oxidation of Hg0 by
FeS adlayers (B→D in Figure 2). To confirm the nature of the observed oxidation
peak, we treated the sample with EDTA as described above. The oxidation peak
disappeared completely after this treatment. At the same time, the HgS (C3) peak
increased due to the increment of sulfide released when FeS dissolved (33).

Figure 5. Cyclic voltammetric (CV) curve for a sulfidic Pavin Lake sample taken
at 71 m depth. The A3 peak is a measure of FeS nanoparticles and is recorded
after accumulation with stirring (30s) at an accumulation potential of -0.75
V; scan rate (v) of 0.1 V s-1. In the return scan, the reduction peak is due to
reduction of HgS produced by the oxidation reaction as well as accumulation
of HS- during the scan. In these Fe-rich waters, HgS is reduced at about -0.55
V by reaction with Fe2+ rather than at -0.65 V, where HgS is reduced in the

absence of dissolved Fe2+.

As Figure 5 shows, at the high concentrations of Fe attained in anoxic waters,
FeS nanoparticles can produce robust signals. On the other hand, we have not
observed a similar FeS signal in saline (38‰) Rogoznica Lake, even though its
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deep waters are saturated with respect to mackinawite (59). Probably the residence
time of FeS nanoparticles is much shorter in saltwater (Rogoznica) relative to
freshwater (Pavin), owing to coagulation and settling. Shorter residence times
would contribute to lower steady state concentrations of nanoparticles.

Whether voltammetry will be useful for metals other than Fe remains to
be determined. Preliminary efforts to identify CuS nanoparticles in Rogoznica
Lake have been unproductive. Possibly this simply confirms that the high
sulfide concentrations in Rogoznica (60) lie outside the optimum range for Cu
nanoparticles, as predicted by Figure 1. Nonetheless, when 10-7 M Cu2+ was
added to Rogoznica waters, a CuS nanoparticle signal appeared immediately. The
same has been seen in North Adriatic Sea water (44). In this case, ambient sulfide
concentrations were submicromolar.

How to calibrate voltammetric peaks so as to obtain quantitative information
is a critical remaining problem. Integration of an A3 peak, such as the one in
Figure 5, gives a measure of the amount of FeS adlayer accumulated on the
electrode, but the relationship of that to the amount of nanoparticulate FeS in
the water is not clear. The particle size dependence of the electrode’s collection
efficiency is a key problem. An accurate determination of the mass concentration
of a nanoparticulate analyte might require standards containing particles of the
same composition, degree of crystallinity, reactive surface area and size. It
may be necessary to pair voltammetric measurements with other size-dependent
techniques, such as dynamic light scattering or field flow fractionation, in order to
overcome this obstacle. Until progress is made on this problem, the voltammetric
determination of nanoparticles will be useful mainly for qualitative analysis.

Even without quantification, the evidence in Figure 5 provides important
direct support for the previous conclusion from indirect evidence that Lake Pavin
contains FeS nanoparticles. A tool to study how varying chemical and physical
properties in natural waters affect rates of formation and loss of these particles
now exists. A key transient in the biogeochemical cycles of iron and sulfur is now
directly accessible to experiment.
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Chapter 14

Redox Reactivity of Organically Complexed
Iron(II) Species with Aquatic Contaminants

Timothy J. Strathmann*

Department of Civil and Environmental Engineering, University of Illinois
at Urbana-Champaign, Urbana, IL 61801 USA

*strthmnn@illinois.edu

Extracellular organic ligands and ligand functional groups
within macromolecular natural organic matter can significantly
influence the speciation and kinetic redox reactivity of
Fe(II) with aquatic contaminants. Fe(II) complexation by
Fe(III)-stabilizing ligands (e.g., carboxylate, catecholate,
thiol) leads to formation of Fe(II) species with low standard
reduction potentials (EH0) and enhanced reactivity with
reducible contaminants (e.g., nitroaromatics and halogenated
alkanes). Rates of contaminant reduction by Fe(II) are highly
variable and dependent upon the identity and concentration of
specific organic ligands as well as environmental conditions
that affect the extent of complex formation. Linear free energy
relationships have been developed to predict the aqueous
reactivity of individual Fe(II) species with contaminants.
Studies on the reactivity of Fe(II) complexes with model ligands
also provide mechanistic insights into the potential mechanisms
responsible for contaminant transformations observed in more
complex aquatic systems where Fe(II) co-accumulates with
more poorly defined natural organic matter.

Introduction

Abiotic reductive transformation processes represent important
environmental sinks for many contaminants (1). The dominant microbial
respiration processes in anoxic environments generate reduced extracellular
products that can act as chemical reductants for contaminants possessing
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electron-poor functional groups in their structures. Thus, knowledge of important
chemical reductants and the factors controlling their reactivity with aquatic
contaminants is needed to predict the natural attenuation of contaminants in
anoxic and suboxic environments and to develop effective remedial actions.

Evidence from field and laboratory investigations indicates that ferrous
iron is abundant and mediates the reductive transformation of many classes of
contaminants in soils, sediments, and aquifers. In the absence of oxygen, Fe(III)
is often the most abundant terminal electron acceptor available to subsurface
microorganisms, and the ubiquity of dissimilatory Fe(III)-reducing bacteria (e.g.,
Geobacter metallireducens and Shewanella oneidensis) is well documented
(2). Their activity leads to elevated concentrations of Fe(II) in many soil,
sediment, and groundwater environments (3–5). Contaminants that can be
reduced by Fe(II) include halogenated solvents (6–11), nitroaromatic compounds
(8, 12–18), N-heterocyclic nitramine explosives (19–22), oxime carbamate
pesticides (23–26), nitrite (27), nitrate (28), selenate (29, 30), and several metal
contaminants (31–36).

Fe(II) is a versatile reductant that can exhibit a wide range of standard
one-electron reduction potentials, EH0, in aquatic systems depending on the
metal’s speciation (Figure 1) (31, 37, 38). Most laboratory studies have focused
on the characterizing contaminant reactions with Fe(II) species that are associated
with mineral surfaces, either adsorbed or incorporated into the mineral surface
structure (8, 9, 16, 20, 25, 26, 32, 39–43). These species are abundant and exhibit
low EH0 values in comparison to dissolved Fe2+(aq), making them quantitatively
important reductants for many contaminants in heterogeneous aquatic systems.
It has been commonly assumed that dissolved Fe(II) species are unreactive with
most contaminants, but recent work demonstrates that dissolved Fe(II) complexes
with some classes of organic ligands are also potent chemical reductants of
aquatic contaminants (10, 13–15, 21, 24, 31, 44). In addition to being of potential
environmental relevance, dissolved Fe(II) complexes with low molecular weight
organic ligands are very useful as probes for studying molecular-scale factors that
control homogeneous and heterogeneous Fe(II) redox reactivity since they have
more well-defined structures and properties than the mixture of Fe(II) species
present at aqueous/mineral interfaces. Finally, similar Fe(II)-organic complexes
may also form on the surfaces of soil minerals that are coated with organic matter,
and such complexes may be important contributors to contaminant attenuation
observed in soil systems (45).

This contribution summarizes efforts to characterize the redox reactivity of
organically complexed Fe(II) species, with emphasis on kinetic aspects of redox
reactions with aquatic contaminants. Important factors and properties governing
the formation and redox reactions of Fe(II)-organic complexes are described.
Models quantitatively linking reaction rates with equilibrium Fe(II) speciation and
reactant molecular properties are also described. Finally, recent work examining
the influence of humic substances on Fe(II) reactions with aquatic contaminants
is discussed and results are interpreted in light of mechanistic information gained
from reports on Fe(II) complexes with model ligands.
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Figure 1. EH0[Fe(III)/Fe(II)] values for selected dissolved and
mineral-surface-complexed Fe(II) species. **EH0 value for hydroxylated
Fe(II) surface complex on TiO2(s) estimated using a linear free energy
relationship reported in (15) and kinetic data from (26). Abbreviations:
AcHA = acetohydroxamate; DFOB = desferrioxamine B; EDTA =

ethylenediaminetetraacetate; tiron = 4,5-dihydroxy-1,3-disulfonate; 4Cl-NB =
4-chloronitrobenzene. (Adapted with permission from (15). Copyright 2009

Elsevier).
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Organic Ligands in Soil and Aquatic Environments

Co-accumulation of Fe(II) and dissolved organic carbon (DOC) has been
reported in reducing environments such as wetland soils and sedimentary pore
water (5, 46), and molecular interactions between the two constituents have
been documented (47). Natural organic matter (NOM) is the broad term used to
encompass both specific low molecular weight biochemicals and more poorly
defined macromolecules like humic substances (48). The wide diversity of
organic molecules that make up NOM originates from both the non-specific
decay of plant and animal materials and specific release from microorganisms
and plants into extracellular environments (48). Increasingly, inputs of synthetic
organic chemicals also need to be considered as sources of dissolved organic
carbon (DOC) in aquatic systems, especially in contaminated environments.

Humic substances and low molecular weight natural organic compounds
contain a range of ligand functional groups (also called Lewis bases) that possess
free electron pairs that can be donated to iron and other metal ions (Lewis acids)
to form coordination complexes. Important Fe-complexing ligands present in
biological molecules include several oxygen-, nitrogen-, and sulfur-containing
functional groups (Figure 2A). Oxygen-containing ligands, including carboxylate
and phenolate groups, are most abundant. The widely used Suwannee River
NOM reference material available from the International Humic Substances
Society (IHSS) is reported to contain 9.9 mmole carboxylate and 3.9 mmole
phenolate groups per gram of carbon (49). Estimated carboxylate and phenolate
contents for other IHSS humic materials range from 7.1-15.2 mmole/gc and
1.8-4.2 mmole/gc, respectively (49). Individual lowmolecular weight carboxylate
compounds (e.g., lactate, citrate, oxalate, and formate) are also reported in soils at
appreciable concentrations, sometimes as high as 1 mM (50). These compounds
are byproducts from the breakdown of more complex organic materials and are
excreted by plants and microorganisms. The high phenolic and aromatic acid
content in the humic fraction of NOM results from high inputs of lignin and other
aromatic precursors to terrestrial environments (48, 51).

Although less abundant, nitrogen- and sulfur-based ligands are also
important for Fe(II) and Fe(III) complexation in aquatic environments. Modern
synchrotron-based spectroscopic tools show that amide and heterocyclic nitrogen
groups (e.g., pyridine, imidazole, pyrazole) are important N-containing functional
groups in humics and other natural organic materials, likely derived from
biological precursors (e.g., amino acids, nucleic acids, porphyrins) (52, 53).
Sulfur-based ligands are particularly important in reducing environments. X-ray
absorption spectroscopy measurements indicate that a significant fraction of sulfur
atoms within humic substances are present in reduced oxidation states (e.g., thio,
thiol, sulfide) (54), and several low molecular weight organosulfur compounds
have been detected in sediments (55–57). Organosulfur compounds can form by
specific biochemical pathways as well as extracellular abiotic reactions between
inorganic sulfide species and electrophilic organic molecules (58).

286

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

4

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Figure 2. (A) Common naturally occurring organic ligand donor functional
groups. (B) Structure of the Fe(II) chelation complex between Fe(II) and two
oxalate ligands. (C) Siderophore ligands that form highly stable complexes with

iron.

Organic molecules containing multiple Lewis base donor atoms in their
structure can form multidentate complexes with Fe ions, which are typically
more stable than monodentate complexes (59, 60). Ligands capable of forming
highly stable multidentate complexes are sometimes referred to as chelating
agents. Five-member chelation complexes like those shown in Figure 2B are
exceptionally stable (60, 61). Low molecular weight polycarboxylate chelating
agents (e.g., oxalate, citrate, malonate) are commonly released by organisms to
help solubilize Fe and other sparingly soluble metal ions (62). Bacteria, fungi,
and graminaceous plants (grasses) have also been found to excrete a number of
Fe-specific chelating agents, siderophores, into their extracellular environments
to solubilize iron for subsequent uptake (62–64). Structures of two siderophores
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are provided in Figure 2C. The exceptional ability of siderophores to chelate Fe
(e.g., log β > 30) results from the presence of multiple Lewis base structures
(typically hydroxamate, catecholate, and/or carboxylate groups with less common
occurrence of amine, hydroxyphenyloxazolone, and hydroxypyridinone moieties
(65)) spatially arranged in a manner that leads to formation of highly stable
hexadentate complexes that saturate the metal’s inner coordination shell (64). To
date, over 500 siderophores have been identified (66). Reports of siderophore
concentrations in the environment are sparse. Hydroxamate siderophore
concentrations in bulk soil solutions have been estimated between 10-7 and 10-8
M, but concentrations in microenvironments like biofilms and the rhizosphere
have been estimated to be many orders-of-magnitude greater (63, 67, 68).
Synthetic chelating agents, most notably aminocarboxylates (e.g., EDTA, NTA)
and phosphonates, are also increasingly ubiquitous in aquatic environments
due to widespread use in consumer and industrial products and recalcitrance to
conventional wastewater treatment technologies (69, 70).

Influence of Ligands on Fe Speciation and Redox Properties

Fe(II) and Fe(III) Speciation

Fe(II) and Fe(III) are transition metal ions that typically adopt octahedral
coordination geometries in aqueous environments, forming coordinate covalent
bonds with six ligand donor atoms in the inner coordination sphere (see Figure
2B); seven-coordinate geometries are also reported in some rare cases (e.g.,
Fe complexes with the synthetic chelating agent EDTA) (71). The identity
of the Fe-coordinated donor groups depends on solution conditions and the
identity (Figure 2A) and concentration of ligands present, with water molecules
serving as the default ligands (~55.6 M concentration in freshwater systems) in
hexaquo “free ion” complexes (Fe(H2O)62+ and Fe(H2O)63+). In the absence of
other Fe-complexing ligands, Fe(II)- and Fe(III)-hydroxo complexes of varying
stoichiometry form when increasing pH due to metal ion-induced hydrolysis
of coordinated water molecules. Equilibrium expressions and thermodynamic
stability constants are available to predict formation of several Fe(II)-hydroxo
complexes in aqueous solution (72):

Organic ligands, especially those capable of chelating metals, significantly
alter both Fe(II) and Fe(III) speciation by exchanging with coordinated water
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molecules at one or more positions in the inner coordination shell. The nature and
extent of Fe ion complexation is highly dependent upon solution conditions, most
notably pH and the ligand-to-metal concentration ratio. As an example, consider
equilibrium Fe(II) speciation in solution containing the catecholate ligand tiron
(L4-). In addition to the hexaquo-coordinated Fe2+ species and hydrolyzed
complexes thereof, three Fe(II)-tiron complexes of varying stoichiometry and
protonation state (Fe(II)HxLy2+x-4y) can form (Figure 3A; coordinated H2O
molecules omitted for clarity) (14). Formation of these complexes can be
described by the following equilibrium expressions and stability constants (14):

As shown in Figure 3B-C, the extent of Fe(II) complexation by tiron and the
distribution of different Fe(II) species are heavily influenced by pH and ligand
concentration. Tiron also forms complexes with any Fe(III) present in solution
(72), and similar equilibrium species distribution diagrams can be calculated using
available equilibrium constants (72). Organic complexation significantly alters the
molecular properties of Fe(II) and Fe(III) ions, including, as will be shown, their
aqueous redox reactivity with many contaminants.

Distinction between EH0 and EH

Complexation of Fe(II) and Fe(III) by organic ligands can significantly alter
the thermodynamic favorability of the Fe(III)/Fe(II) redox couple (31):

When discussing the effects of organic ligands on the energetics of the Fe
redox couple, it is very important to make a distinction between the effects on
the standard-state one-electron reduction potentials of individual Fe species (EH0)
and the overall “condition-dependent” reduction potential of the Fe(III)/Fe(II)
redox couple (EH) (73). EH0 values represent a molecular property for the energy
associated with transferring an electron from or to individual Fe(II) or Fe(III)
species, respectively. We will show below that EH0 values are useful molecular
property descriptors for predicting the kinetic reactivity of individual Fe species.
In contrast, the overall EH value is a measure of the favorability or unfavorability
of an iron redox reaction at specific environmental conditions, and is useful for
predicting the extent of Fe(II) oxidation or Fe(III) reduction that will occur before
equilibrium is achieved.
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Figure 3. (A) Simplified depiction of Fe(II) speciation in the presence of the
catecholate ligand tiron. (B-C) Effect of tiron concentration and pH on the

speciation of 0.5 mM Fe(II). (D-E) Effect of tiron concentration and pH on kobs
for reduction of 25 µM 4-chloronitrobenzene in solutions described by panels
B-C. (Figure Panels B-E adapted from reference (14). Copyright 2006 American

Chemical Society.)

Values of EH0 for individual Fe species can be calculated whenever
equilibrium constants are available for formation of equivalent Fe(II)- and
Fe(III)-ligand complexes (i.e., complexes that differ only in oxidation state).
This is accomplished as follows. Equation 8 describes the half reaction and EH0
value of the redox couple involving the uncomplexed (i.e., hexaquo-coordinated)
Fe(III) and Fe(II) species (74):
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where ΔG0 is the standard state Gibbs free energy change of the half reaction and
F is Faraday’s constant. The half reaction and associated standard potential for a
redox couple involving a Fe-ligand complex is then obtained by combining eq 8
with equilibrium expressions for the formation of equivalent Fe(II)- and Fe(III)-
ligand complexes (23):

where x and y are the stoichiometric coefficients for protons and ligand molecules
(L), respectively, R is the universal gas constant, T is the absolute temperature, and
KFe(II)L and KFe(III)L are equilibrium constants for Fe(II) and Fe(III) complexation,
respectively. The three reactions depicted in eqs 8-10 can then be combined to
arrive at a half reaction for the Fe(III)-ligand/Fe(II)-ligand redox couple:

Substituting into eq 11 expressions for each ΔG0 term from eqs 8-10, EH0 of
the Fe(III)-ligand/Fe(II)-ligand redox couple can then be expressed in terms
of equilibrium constants for formation of the Fe(II) and Fe(III) complexes in
question:

Figure 1 shows EH0 values calculated for several Fe-organic complexes,
illustrating the wide range in EH0 values spanning >1 V. Most naturally occurring
organic ligands complex more strongly with Fe(III) than Fe(II) (i.e., KFe(III)L
>> KFe(II)L) (60), and it follows from eq 12 that these complexes exhibit EH0
values lower than +0.77 V. In terms of thermodynamics, oxidation of such
Fe(II)-ligand complexes will be more favorable than Fe2+, whereas reduction of
the corresponding Fe(III)-ligand complexes will be less favorable than Fe3+.

Although related in nature, the effects of ligand complexation on the overall
EH value of the Fe(III)/Fe(II) redox couple is different from the effects on EH0
values of individual Fe-ligand complexes and is dependent on the solution
conditions (62, 73, 75). EH values for the reversible Fe(III)/Fe(II) couple can be
calculated at different solution conditions and reactant concentrations using the
Nernst equation:
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where +0.77 V is the standard state potential for the redox couple involving the
uncomplexed Fe species (eq 8), and {i} represent thermodynamic activities,
which are equal to the molar concentration [i] multiplied by an activity coefficient
(γi) that can be calculated for ionic solutes using the Davies equation or other
expressions (37). Note that the Nernst equation can alternatively be written in
terms of EH0[Fe(III)L/Fe(II)L] determined in eq 12 and the ratio for activities of
the Fe(III)L and Fe(II)L complexes at solution conditions of interest. However,
using the formulation presented in eq 13 helps to illustrate the point that the
presence of organic ligands affect EH by suppressing the activities of uncomplexed
Fe2+ and Fe3+ to differing degrees. As mentioned already, most naturally
occurring organic ligands complex more strongly with Fe(III) than Fe(II). Thus,
they will tend to suppress Fe3+ to a greater degree than Fe2+, thereby increasing
the magnitude of the {Fe2+}/{Fe3+} term in eq 13 and lowering EH. Figure
4 shows the effects of pH and concentration of the hydroxamate siderophore
desferrioxamine-B (DFOB) on EH of the Fe(III)/Fe(II) redox couple. For the
conditions shown, EH decreases dramatically with increasing pH and DFOB
concentration since both factors promote greater suppression of {Fe3+} than
{Fe2+}. For the plots shown in Figure 4, calculations assumed fixed and equal
total concentrations of Fe(II) and Fe(III). Changes in relative amounts of total
Fe(II) and Fe(III) also affect EH values (73), as does presence of different Fe(III)-
and Fe(II)-solubility limiting mineral phases (62). Thus, there are a number of
assumptions that go into any calculation of EH. Most often, it is assumed that
the total Fe(III) and total Fe(II) concentrations are equal (as in Figure 4), but
this condition is not reflective of many environments where one oxidation state
predominates (e.g., Fe(III) predominates in aerobic soils).

Contaminant Reactions with Fe(II)-Organic Complexes

As already mentioned, it has commonly been assumed that dissolved
Fe(II) species are unreactive with many classes of persistent contaminants,
and that contaminant reduction only occurs via Fe(II) species associated with
mineral surfaces. This stems from the lack of contaminant reactivity often
observed in solutions prepared from simple inorganic salts of Fe(II) (e.g., FeCl2,
FeSO4). These salts dissociate and the resulting aquo-coordinated Fe2+ species
is unreactive or exhibits only limited reactivity with many important classes of
contaminants, including nitro- and halogenated compounds (9, 20, 39) (some
classes of contaminants such as Cr(VI) and oxime carbamate pesticides are
reduced by dissolved Fe2+ at appreciable rates (23, 76)). The limited ability of
Fe2+ to act as a reductant for aquatic contaminants is attributed to the high EH0
value of the associated Fe3+/Fe2+ redox couple (+0.77 volts) (Figure 1) (38).
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Figure 4. Influence of pH and DFOB ligand concentration on EH for the
Fe(III)/Fe(II) redox couple calculated by eq 13. Asterisks indicate pH conditions
where onset of Fe(OH)3(s) precipitation is predicted to occur for 0, 25, and 50 µM

DFOB concentrations, respectively.

It has been known for many years that specialized Fe(II)-porphyrin
complexes, representative of electron transfer centers in hemoproteins, are
capable of rapidly reducing a number of organic functional groups. More than 30
years ago, Castro and co-workers demonstrated that reduction of alkyl halides,
quinones, and nitro and nitroso compounds can be coupled to the oxidation of
Fe(II)-porphyrin complexes in homogeneous non-aqueous solutions (77–79). The
rapid oxidation of Fe(II)-porphyrin centers by alkylhalides and the consequential
disruption of the respiratory chain was even suggested as a possible mode
of alkylhalide toxicity (80). These complexes have also been proposed as
electron-transfer mediators, rapidly cycling between Fe(III) and Fe(II) redox
states and providing a lower activation energy pathway for transfer of electrons
between bulk reductants (e.g., cysteine) and target contaminants (6, 12).

More recently, model organic ligands which are representative of ligands that
are abundant in extracellular aquatic and soil environments have been found to
significantly enhance Fe(II) reaction kinetics with aquatic contaminants (13–15,
24, 31). For example, Figure 5 shows the effects of Fe(II) complexation by tiron
(a model catecholate ligand) and desferrioxamine B (a hydroxamate siderophore)
on rates of abiotic reduction for 4-chloronitrobenzene (4Cl-NB), a nitroaromatic
compound. A six-electron reduction of 4Cl-NB to the corresponding aniline (4Cl-
An) is coupled to the one-electron oxidation of six Fe(II) ions (17):
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Organic ligand classes found to promote Fe(II) reactions with nitroaromatic
contaminants include catecholate, hydroxamate, and organothiol ligands capable
of forming Fe(II) complexes with very low EH0 values (Figure 1) (13–15). The
first two classes are common ligand donor groups in siderophores excreted by
microorganisms to increase iron bioavailability (63). Organothiols are produced
by biochemical routes (e.g., cysteine, glutathione) as well as extracellular
abiotic routes (e.g., Michael addition reactions) and are abundant in many
sulfate-reducing aquatic environments (55–58). The same classes of ligands
have also been shown to promote Fe(II) reactions with N-heterocyclic nitramine
explosives (e.g., RDX, HMX) and polyhalogenated alkane contaminants (10,
21). Although other common classes of natural organic ligands, including
carboxylates and aminocarboxylates, do not promote significant Fe(II) reactions
with these contaminants, they have been shown to significantly accelerate Fe(II)
reactions with Cr(VI) (31), oxime carbamate pesticides (24), and naturally
occurring oxidant species (O2, H2O2, Fe(III) oxyhydroxide minerals) (81–87).
Fe(II) complexation by these ligands also lowers EH0 of the Fe(III)/Fe(II) redox
couple, but generally to a lesser degree than the catecholate, hydroxamate, and
organothiol ligands that induce Fe(II) reactions with nitroaromatic compounds
(see Figure 1).

Figure 5. Timecourses for the reduction of 4Cl-NB by Fe(II) in the absence and
presence of organic ligands. Data from references (14, 15).

294

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

4

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Effects of Changing Fe(II) Speciation on Reaction Rates

The influence that organic ligands have on the kinetics of Fe(II) reactions
with contaminants can be explained by comparing the effects that tiron has
on Fe(II) speciation (Figure 3B-C) with the effects that the ligand has on
pseudo-first-order rate constants for 4Cl-NB reduction (kobs; s-1) by Fe(II) (Figure
3D-E). Fe(II) speciation trends were calculated using eqs 1-6 together with
equilibrium expressions for tiron acid-base chemistry. From a redox standpoint,
individual Fe(II) species can be considered as different reagents with distinct
redox properties and kinetic reactivity. Thus, contaminant reduction can be
viewed as occurring along several parallel pathways involving different Fe(II)
species. For tiron containing solutions, the following possible parallel reactions
and associated second-order rate constants (ki; M-1s-1) can be written for Fe(II)
reactions with 4Cl-NB,

If equilibrium between Fe(II) species is assumed to be maintained, the values of
kobsmeasured in different batch reactions represent the weighted sum contribution
of individual reactions listed in eqs 15a-g,

or in an more generalized form,

Although eq 16 contains several terms, often many be ignored if the
contributing Fe(II) species are known to be unreactive or if evidence is
presented that other terms dominate. For example, the first 4 terms in eq 16
(corresponding to eqs 15a-d) can be neglected because no significant 4Cl-NB
reduction occurs in tiron-free solutions (Figure 5) (13, 14, 26, 39) (note that
reports of 4Cl-NB reduction by dissolved Fe(II)-hydroxo complexes (18) have
been attributed to artifacts likely resulting from the presence of fine colloidal Fe
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hydroxide precipitates that form reactive sorbed Fe(II) surface complexes (40)).
Furthermore, comparison of kinetic trends (Figure 3D-E) with the corresponding
trends in Fe(II) speciation (Figure 3B-C) indicate that eq 16 can be reduced to a
single term involving the 1:2 Fe(II)-tiron complex:

In the tiron system, good linear correlations between [FeL26-] and kobs
measurements that span several orders-of-magnitude were found for 4Cl-NB
as well as model N-heterocyclic nitramine (RDX) and polyhalogenated alkane
(1,1,1-trichloroethane) contaminants (Figure 6). Fit-derived values of kFel2(6-)
determined for the three model contaminants were 3.8×104 M-1 s-1, 7.3×102 M-1

s-1, and 9.5×10-2 M-1 s-1, respectively (10, 14, 21). The controlling influence of
FeL26- on contaminant reduction kinetics is consistent with its very low EH0 value
in comparison to the other Fe(II)-tiron complexes (-0.509 V for FeL26- vs. +0.045
V for FeL2- and +0.352 V for FeHL-) (14).

Whereas a strong correlation between measured kobs values and the
concentration of a single Fe(II) species was noted for reactions with these
contaminants, this is not always the case. For example, describing the influence
of organic ligands on Fe(II) reactions with Cr(VI) or oxime carbamate pesticides
requires additive contributions from multiple reactive Fe(II) species (24, 31).

Figure 6. Apparent reaction order plots showing linear correlations between
the pseudo-first-order rate constants for reduction of three different organic
contaminants and predicted concentrations of the 1:2 Fe(II)-tiron complex
(FeL26-) at varying solution conditions. (Reproduced from reference (10).

Copyright 2007 American Chemical Society.)

296

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

4

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Linear Free Energy Relationships

The reactivity of contaminants with only selected Fe(II)-organic complexes is
attributed to their low EH0 values. For example, 4Cl-NB is reduced only by Fe(II)
complexes that possess EH0 values lower than -0.3 V (Figure 1) (15).

The relative reactivity of different Fe(II) complexes can sometimes be
described by linear free energy relationships (LFERs) that correlate kinetic
reactivity with overall reaction energetics (38). LFERs can be derived whenever
there is a correlation between the effects that structural changes have on the
overall free energy of the reaction (or other molecular property descriptor) and the
effects that the changes have on the activation energy of the rate-determining step
in the reaction mechanism (88). Figure 7A shows a plot of the logki values for
4Cl-NB reacting with different Fe(II)-organic complexes versus the EH0 values of
the complexes calculated using eq 12 (15). Although the data set is small, it can
be fit with a LFER of the following form:

As expected, reactivity is greatest for complexes exhibiting the lowest EH0 values.
Regression of the data in Figure 7A yields values of -1.6(±1.1) and -9.6(±8.3) for
the slope and intercept (uncertainties provided at 95% CI), respectively. Similar
LFERs can be derived for aqueous Fe(II) complexes reacting with Cr(VI) (a
= -0.53±0.13), oxamyl (a = -0.37±0.09), O2 (a = -0.72±0.19), and H2O2 (a =
-0.47±0.26) (24, 31, 81–85, 89, 90) (Figures 7B-D). The value of the LFER
slopes differ considerably, indicating large differences in apparent sensitivity of
individual reaction mechanisms to the free energy change associated with the
Fe(III)/Fe(II) redox couple. The elevated sensitivity of 4Cl-NB is consistent
with the fact this compound only reacts with a small number of complexes
exhibiting very low EH0 values, whereas the other four contaminants/oxidants
react with a much wider range of Fe(II) species. The larger slope value observed
for 4Cl-NB is also consistent with expectations for reactions in which rates are
controlled predominantly by electron transfer (92), but a large nitrogen isotope
fractionation occurs in 4Cl-NB when reacting with Fe(II)-tiron complexes (93),
consistent with a more complex mechanism wherein the rate of 4Cl-NB reduction
depends on a rate-limiting irreversible N−O bond cleavage step as well as several
reversible pre-equilibrium electron and proton transfer steps (94). For oxamyl
and H2O2, some negative outliers to the LFERs are also noted. These points
correspond to Fe(II) complexes that are coordinately saturated by the complexing
organic ligands (i.e., six inner-sphere coordination positions are occupied), and
the suppressed reactivity of these species is attributed to the ligands blocking
contaminant/oxidant access to the Fe(II) center (24, 81). Thus, for these target
compounds, inner-sphere electron transfer mechanisms are believed to be more
rapid than outer-sphere pathways that do not involve direct bonding between the
electron donor and acceptor prior to electron transfer (92).
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Figure 7. Correlation between the second-order rate constants measured
for reactions of Fe(II) complexes with different oxidizing species and

EH0[Fe(III)L/Fe(II)L] values. Open symbols for reactions of oxamyl and H2O2
indicate coordinatively saturated Fe(II) species considered to be outliers to the
LFERs. Symbols with downward arrows indicate upper-limit estimates of the

rate constants. (Panel A adapted with permission from reference (15). Copyright
2009 Elsevier.) (Data for panels B-D from references (24, 31, 81–85, 89–91)).

Within individual classes of contaminants, the relative reactivities of different
analogues with an individual Fe(II)-organic complex can also be described by
LFERs. For example, LFERs of the type shown in eq 19 have been demonstrated
for substituted nitrobenzenes reacting with various Fe(II)-organic complexes
(Figure 8A) (12–15). These LFERs indicate increased reactivity for nitrobenzenes
exhibiting larger apparent one-electron reduction potentials, EH1’(ArNO2), which
occurs when electron- withdrawing ring substituents (e.g., -Cl, -acetyl) are
introduced in place of electron-donating substituents (e.g., -CH3) (38). LFERs
of this type have also been reported for reduction of nitrobenzenes in a variety
of homogeneous and heterogeneous aqueous systems (17). Originally, the
slopes obtained from such LFERs were thought to be diagnostic of whether
or not transfer of the first electron to the R-NO2 group is rate determining
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(38). However, as already mentioned, results from nitrogen stable isotope
fractionation studies indicate that the rate of nitrobenzene reduction depends on
a rate-limiting irreversible N−O bond cleavage step as well as several reversible
pre-equilibrium electron and proton transfer steps (94). Thus, the slopes obtained
for the LFERs represent the collective effects of aromatic ring substituents on all
the pre-equilibrium steps relative the substituent effects on EH1’(ArNO2) values
(93–95).

Figure 8. Linear free energy relationships for predicting second-order
rate constants for reaction of aqueous Fe(II)-organic complexes with (A)
nitroaromatic compounds and (B) polyhalogenated alkanes. Data from

references (10, 12, 14, 15, 96).

The relative reactivity of different polyhalogenated alkane analogues with
both Fe(II)-tiron complexes and Fe(II)-porphyrin complexes can best be described
by LFERs that use the theoretical bond dissociation energies of the weakest
carbon-halogen bond (DR-X’) as the molecular descriptor (Figure 8B):
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These correlations have been interpreted as evidence that a dissociative
one-electron transfer process occurs during the rate-limiting step in the reaction
mechanisms.

Using EH To Predict Equilibrium Conditions

In an earlier section, a distinction was made between the system-independent
EH0 values and the system- and condition-dependent EH values. Whereas the
former have been used as molecular descriptors in LFERs for predicting the
relative kinetic reactivity of different Fe(II) complexes, a direct correlation
between observed rate constants for aquatic redox reactions and EH values
is difficult to make (75). However, for reversible redox reactions, EH can
be useful for predicting the equilibrium ratio of [Fe(III)]:[Fe(II)] and the
oxidized-to-reduced forms of the its reacting partner (i.e., the equilibrium
distribution of products and reactants). A generalized reversible reaction between
iron and a reagent capable of reversible redox conversion (involving “n” electrons)
between oxidized (COX) and reduced (CRED) forms can be depicted as follows:

EH values for each of the participating redox half reactions can be calculated by
appropriate Nernst equations:

The EH values for each half reaction will shift in opposite directions as the reaction
proceeds and the ratios of [Fe(II)]/[Fe(III)] and [CRED]/[COX] vary (e.g., [Fe(II)]/
[Fe(III)] decreases and [CRED]/[COX] increases if the reaction is proceeding in the
forward direction for eq 21). An equilibrium will then occur when the ratios of
[Fe(II)]/[Fe(III)] and [CRED]/[COX] shift to the point where EH values calculated by
eqs 13 and 22 reach the same value (where the electrode potential for the overall
redox reaction is then zero). If the EH value for one of the two redox couples
is “buffered”, e.g., because [COX] and [CRED] are much larger than the changes
in concentrations (Δ[COX] and Δ[CRED]) that occur when reacting with Fe(II) or
Fe(III), then the equilibrium ratio of the other redox couple (i.e., [Fe(II)]/[Fe(III)])
can be calculated by assuming that EH for its half reaction at equilibrium will be
equal to the EH value of the buffered redox couple.
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In a recent contribution (73), it was shown that EH values were accurate
predictors of the equilibrium solution composition for the reversible redox
reaction between flavin mononucleotide (FMN) and Fe-DFOB complexes,

where FMNOX and FMNRED represent the oxidized and reduced forms of FMN,
respectively. Figure 9 illustrates the known reversible redox chemistry and acid/
base chemistry of FMN (97). Using this information, a Nernst equation can be
written for the FMNOX/FMNRED redox couple:

where +0.194 V (97) is the EH0 value determined at standard state conditions
(pH 0, 1 M concentration of all species in the reaction quotient term, 25° C, 1
atm). The subscripts RED(1) and OX(1) refer to the fully protonated species for
each oxidation state, which correspond to the reacting species at standard state pH
conditions where EH0 is valid. The reaction quotient term also includes H+ since
the FMNOX/FMNRED redox half reaction involves 2 protons (Figure 9).

Figure 9. Flavin mononucleotide (FMN) structure in the reduced (FMNRED)
and oxidized (FMNOX) states, along with the reported pKa values and the

midpoint reduction potential derived for standard state conditions. Numbers in
parentheses within subscripts refer to different protonation levels.

Figure 10A compares the effect of pH on the calculated EH value of the FMN
redox couple (eq 24) where [FMNOX]tot = [FMNRED]tot (i.e., so-called midpoint
potential) with EH values for the iron redox couple calculated by eq 13 for different
ratios of [Fe(III)]tot:[Fe(II)]tot. Where the FMN midpoint potential line intersects
each of the lines calculated for the iron redox couple represents the pH condition
where the [Fe(III)]tot:[Fe(II)]tot ratio in question is predicted to be in equilibrium
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with a 50:50 ratio of FMNOX/FMNRED. For example, a 25:75 [Fe(III)]:[Fe(II)]
ratio is predicted to be in equilibrium with the 50:50 [FMNOX]:[FMNRED] mixture
at pH ~4.7. According to this analysis, if the FMNOX/FMNRED ratio is buffered,
the equilibrium distribution of iron species will shift from predominantly Fe(II)
at pH < 4 to predominantly Fe(III) at pH > 5.75, with intermediate ratios of the
two Fe oxidation states being predicted in between. These predictions agree very
closely with experimental measurements shown in Figure 10B. In the experiment
shown, either 0.1 mM Fe(II)-DFOB or 0.1 mM Fe(III)-DFOB was initially spiked
into a solution containing FMNOX and FMNRED in significant excess and equal
concentrations (i.e., [FMNOX]/[FMNRED] buffered at ~1.0). After reacting, the
measured [Fe(III)]:[Fe(II)] ratios were found to be independent of the initial
oxidation state of Fe added to solution and agree closely with Nernst equation
predictions.

For many contaminants, reduction by Fe(II) or other reductants leads to
irreversible transformation (e.g., dehalogenation), so equilibrium ratios of the
products and reactants needed for the Nernst equation formulation cannot be
readily calculated. Instead, if a reaction is favorable, it will generally lead to
complete depletion of the limiting reagent. However, in these situations, EH
calculations may still be useful for illustrating the limits on the favorability of
reactions between Fe(II)-organic complexes and contaminants. As an interesting
example, Uchimya (44) compared EH-pH curves for the Fe(III)/Fe(II) redox
couple calculated with eq 13 for solutions containing Fe(II) and Fe(III) plus
different organic ligands with the EH value for the initial reversible one-electron
reduction of 2,4-dinitrotoluene (Ar-NO2):

estimated using a Nernst equation for the half reaction (44),

and assuming that ArNO2•- is an unstable transient species that reaches a very
low steady-state concentration (1 nM compared to 25 µM ArNO2) during the
overall six-electron reduction of each nitro group (see eq 14) in the structure
of 2,4-dinitrotoluene. The calculations show that the catecholate ligand tiron
lowers EH much more dramatically than carboxylate-based ligands, suggesting
that 2,4-dinitrotoluene reduction by Fe(II) is thermodynamically favorable over
a much wider pH range in solutions containing tiron than in solutions containing
carboxylate ligands.
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Figure 10. (A) Comparison of the effects of pH on the midpoint potential of the
FMXOX/FMNRED redox couple with the EH of the Fe(III)/Fe(II) redox couple

calculated for different [Fe(III)]tot:[Fe(II)]tot ratios (0.1 mM Fetot, 2 mM DFOB).
(B) Steady-state Fe(II) concentrations measured and predicted at different pH
values in solutions containing DFOB and excess concentrations of both FMNOX
and FMNRED. (Adapted with permission from reference (73). Copyright 2010

Elsevier.)
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Contaminant Reduction in the Presence of Fe(II) and NOM

A few studies have also examined the reduction of aquatic contaminants in
solutions containing Fe(II) and more poorly defined NOM sources (24, 31, 44,
45, 98–102). Results from these studies indicate that, depending on geochemical
conditions and the target contaminant, interactions with NOM can enhance,
inhibit, or have little effect on Fe(II) redox reactivity. These contradictory
reports can be attributed to a complex set of environmental factors as well as
the experimental procedures employed by investigators (99–101). First, as
mentioned above, NOM derived from different sources contain some of the same
ligand functional groups shown to complex and enhance Fe(II) redox reactivity,
including carboxylate, catecholate, and thiol groups (49, 52–57). Second, the
structure of NOM includes redox-active functional groups (e.g., quinones) that
can react with Fe(II) and act as electron transfer intermediates in reactions
with contaminants (12, 103); the net effect on reactions with contaminants then
depends on the relative rates of contaminant reduction by Fe(II) complexes versus
the organic electron transfer intermediates. Finally, the presence of high levels of
NOM can act to slow contaminant reduction by inhibiting formation of colloidal
Fe(III) oxyhydroxide solids (100) that act autocatalytically on Fe(II) reactions
with contaminants (by promoting formation of highly reactive sorbed Fe(II)
species (8, 9, 16, 20, 25, 26, 32, 39–43)). If these factors are controlling, then the
net effect of NOM on contaminant reactions by NOM is dependent on the relative
importance of rate-enhancing versus rate-inhibiting factors for different target
contaminants and different experimental systems that have been reported.

Some studies have reported that elevated concentrations of different NOM
sources enhance Fe(II) reaction rates with polyhalogenated alkanes (45), Cr(VI)
(31, 99), and oxime carbamate pesticides (24). Little or no contaminant reduction
is observed in NOM-only controls, so reactivity is attributed to either formation
of reactive Fe(II)-organic complexes or to quinones and other NOM functional
groups acting as electron transfer mediators in reactions (12, 75, 104)). Buerge and
Hug (31) found that NOM extracted from an organic soil horizon collectively had a
similar effect on Fe(II) reactivity with Cr(VI) as the carboxylate ligand tartrate (on
a per mass basis). Curtis and Reinhard (45) reported that addition of 25 mg/L DOC
from different NOM sources increased the rate of hexachloroethane reduction by
Fe(II) by an order of magnitude. Similarly, Strathmann and Stone (24) reported
a 63-fold increase in the rate of oxamyl reduction when DOC from reconstituted
Great Dismal SwampWater was increased from 0 to 75 mg/L while keeping Fe(II)
concentration relatively unchanged.

In contrast to the above studies, some reports indicate minimal effects,
or even inhibitory effects of NOM on Fe(II) reactions with contaminants (44,
98). For example, Colón and coworkers (98) reported observing no reduction
of p-cyanonitrobenzene (CNNB) in aqueous solutions containing Fe(II) and
Suwannee River humic acid (SRHA), and found that SRHA actually lowered
CNNB reduction rates in heterogeneous systems containing Fe(II) and the mineral
goethite (α-FeOOH(s)). Inhibition likely results from either SRHA blocking
contaminant access to reactive Fe(II) species sorbed to the goethite surface or to
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suppressed formation of goethite-sorbed Fe(II) species that are more reactive than
the NOM-complexed Fe(II) species formed in their place.

Hakala, Chin and coworkers (99–101) have reported both enhanced and
inhibitory effects of NOM on Fe(II) reactions with contaminants. Whereas
enhanced rates of pentachloronitrobenzene (PCNB) reduction are observed when
NOM is added to filtered homogeneous Fe(II) solutions, NOM addition slows
PCNB reduction in comparable solutions that are not filtered prior to initiating
reactions (100), a finding the authors attribute to NOM suppressing the formation
of colloidal autocatalytic Fe(III) oxyhydroxides that form in the absence of
NOM. Interestingly, these investigators also showed that the apparent reactivity
of contaminants in a filtered sediment pore water rich in both Fe(II) and NOM
was also significantly affected by methods used to preserve the pore water
samples prior to experimentation. PCNB reduction was found to be much slower
in pore water stored at its native pH prior to reaction than in pore water that
was acidified for preservation and then re-adjusted to the native pH just before
initiating the reaction (101). The investigators hypothesized that this results
from release of Fe(III) from highly Fe(III)-stabilizing ligands (e.g., catecholates)
upon acidification, making the ligands available for formation of reactive Fe(II)
complexes upon pH re-adjustment.

Ultimately, it is difficult to characterize or predict the exact structures of
NOM-complexed Fe(II) species, and so it is also challenging to obtain direct
evidence of the mechanisms responsible for changes in apparent Fe(II) redox
reactivity with contaminants when NOM is present. However, combining
results from NOM experiments with studies conducted using model ligands and
redox-active model compounds (e.g., model quinones) provides insights into the
potential mechanisms that are operative in NOM-rich aquatic matrices.

Conclusions and Implications

A growing body of research indicates that organically complexed iron
species play critical, but previously unrecognized, roles in iron redox cycles and
reactions that transform and attenuate many aquatic contaminants, particularly
in environments where dissolved iron and natural organic matter co-accumulate
(e.g., sediment pore water). Rates of Fe(II) reactions with contaminants are highly
variable and depend on a variety of factors, including solution conditions and the
concentration and identity of Fe(II)-complexing ligands present. Work with model
organic ligands representative of Lewis base donor groups present in natural
organic matter and microbial/plant exudates demonstrate that enhanced Fe(II)
reactivity can result from formation of complexes with Fe(III)-stabilizing ligands
that lower the standard one-electron reduction potential of the Fe(III)/Fe(II)
redox couple. It follows that reports of both enhanced and inhibited rates of
contaminant reduction in solutions containing elevated Fe(II) and natural organic
matter may be attributed, in part, to Fe(II) complexation by Fe(III)-stabilizing
versus Fe(II)-stabilizing ligand groups present in different natural organic matter
sources. Current tools for analyzing Fe speciation in natural waters containing
dissolved organic matter is limited to bulk characteristics (e.g., uncomplexed
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versus complexed (47)) which are not sufficient for predicting Fe(II) redox
reactivity with contaminants. However, research has identified specific Lewis
base functional groups most likely to promote Fe(II) redox reactivity (i.e.,
phenolic, thiol, hydroxamic), which, if quantified in dissolved organic matter,
may serve as useful indicators of Fe(II) redox reactivity in such systems. It is also
worth noting that mechanistic insights obtained from experiments conducted in
model systems with well-defined Fe(II)-organic complex structures can provide
general insights into molecular properties that control Fe(II) redox reactivity in
more complex and ill-defined heterogeneous systems. For example, studies with
model organic ligands indicate that the speciation-dependent standard reduction
potential of the Fe(II)/Fe(III) redox couple and oxidant access to iron’s inner
coordination shell are important factors contributing to the metal’s apparent redox
reactivity with different chemicals in aquatic environments. Such factors can help
to explain differences in reactivity of Fe(II) sorbed to different mineral surfaces
(e.g., Al2O3 versus TiO2) (25, 32).

Findings from the work summarized in this report may also support the
development of novel subsurface remediation strategies. Soluble Fe(II) complexes
with select ligands, either pre-formed or formed in situ in Fe(II)-rich groundwater,
can be introduced as reactive amendments to promote reductive transformation of
target contaminants. A number of research teams are investigating the injection
of colloidal and nanoparticulate zerovalent iron materials into subsurface zones of
contamination (105–107), but injection and transport of particles through porous
media is challenging and may be limited to shallower zones of contamination.
Aqueous reductants, including Fe(II)-organic complexes, may be more suitable
injection amendments for sites where contamination is deeper or more widespread.
In addition to direct reactions with amenable contaminants, Fe(II)-organic
complexes may indirectly promote microbial reductive transformation processes
by scavenging dissolved oxygen (85) and promoting formation of more reducing
conditions that favor growth of contaminant-degrading anaerobic microbial
populations (e.g., Dehalococcoides (108)).

Although research summarized in this chapter has advanced understanding
of the mechanistic factors contributing to the redox reactivity of Fe(II)-organic
complexes with aquatic contaminants, many issues continue to remain unresolved
and a number of promising applications require further development. Thus,
further research is suggested in a number of directions, including developing a
better understanding of the link between the molecular structure of Fe(II) species
and redox reactivity with important classes of contaminants and environmental
oxidants, establishing general rules for predicting Fe(II)-organic complex
reactivity, bridging the gap between well-defined model Fe(II)-organic complex
structures and Fe(II) complexes with more ill-defined natural organic matter,
assessing the potential role of Fe(II)-organic complex centers in natural organic
matter as electron transfer mediators, and development and testing of remedial
strategies involving reactive Fe(II)-organic complexes.
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Chapter 15

Fe2+ Sorption at the Fe Oxide-Water Interface:
A Revised Conceptual Framework

Christopher A. Gorski1 and Michelle M. Scherer2,*

1Environmental Chemistry, Eawag, Swiss Federal Institute of Aquatic
Science and Technology, 8600 Duebendorf, Switzerland

2Civil and Environmental Engineering, University of Iowa, Iowa City, IA,
52242, USA

*michelle-scherer@uiowa.edu

Sorption of aqueous Fe2+ at the Fe oxide-water interface
has traditionally been viewed in the classic framework of
sorption at static oxide surface sites as formulated in surface
complexation models (SCMs). Significant experimental and
theoretical evidence has accumulated, however, to indicate
that the reaction of aqueous Fe2+ with Fe3+ oxides is much
more complex and is comprised of sorption, electron transfer,
conduction, dissolution, and, in some cases, atom exchange
and/or transformation to secondary minerals. Here, we provide
a brief historical review of Fe2+ sorption on Fe oxides and
present a revised conceptual model based on the semiconducting
properties of Fe oxides that incorporates recent experimental
evidence for Fe2+ - Fe3+oxide electron transfer, bulk electron
conduction, and Fe atom exchange. We also discuss the
implications of this revised conceptual model for important
environmental processes, such as trace metal cycling and
contaminant fate.

Introduction

Iron (Fe) (oxyhydr)oxides are ubiquitous. They are present in the soil beneath
your feet, the rust on your car, the hard drive in your computer, and the rocks on
Earth and Mars. Essentially anywhere that Fe is exposed to oxygen, Fe oxides
form. These tiny, often nanoscale, particles are responsible for most of the red,

© 2011 American Chemical Society
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yellow, green, and black color you observe around you, and they profoundly
influence the quality of our water, air, and soil through the biologically-driven
redox cycling between oxidized ferric (Fe3+) and reduced ferrous (Fe2+) iron. The
mechanisms of how these Fe oxides react in the environment are a fascinating
subject, and research in the field of Fe biogeochemistry has exploded in the last
few decades (e.g., (1–8)).

The critical role of the Fe2+ - Fe3+ redox couple in understanding soil and
groundwater chemistry has been recognized since the 1960s (9–11). Much of this
earlier work was driven from a practical agricultural perspective of optimizing
rice yields. Today, redox cycling of Fe is linked to several diverse environmental
processes, including cycling of both macro (e.g., (12, 13)) and trace (e.g., (11, 14))
biological nutrients; mediating biological and abiotic reactions under Fe-reducing
conditions (e.g., (6)); and mobility and fate of groundwater pollutants (some
early key studies include: (15–18)). The Fe2+ - Fe3+ redox couple has also been
shown to significantly impact the dissolution, secondary mineral precipitation,
and bioavailability of Fe3+ oxides (e.g., (19–24)).

Despite the importance of Fe2+ - Fe3+ cycling in these processes, it has been
difficult to study the heterogeneous reaction of aqueous Fe2+ with Fe3+ oxides
due to the very small quantity of Fe2+ at the interface. Because of this challenge,
much of the earlier work on Fe oxide reactivity was based on macroscopic
observations, such as aqueous Fe2+ measurements, with changes in Fe oxide
behavior interpreted within the framework of changes in surface energy and
surface site availability due to complexation reactions at the oxide surface (e.g.,
(25–28)). Within the framework of these models, reaction mechanisms of anions
and cations, such as Fe2+, with Fe oxide particles were constrained primarily to
forming static complexes with surface Fe3+ atoms that could potentially catalyze
a variety of environmentally important redox reactions.

Advances in spectroscopic and microscopic techniques (e.g., (29–34)), stable
Fe isotope measurements (e..g, (35–40)), and theoretical calculations of mineral
electronic structures (e.g., (41–47)), however, have led to a clear paradigm shift
in our understanding of the heterogeneous reaction of aqueous Fe2+ with Fe3+
oxides. From these studies, a new conceptual framework for the heterogeneous
reaction between aqueous Fe2+ and Fe3+ oxides is beginning to emerge that
considers the well-known semiconducting properties of Fe oxides. Fundamental
processes contributing to this paradigm shift include: (i) electron transfer between
aqueous Fe2+ and structural Fe3+, (ii) secondary mineral phase transformations,
(iii) bulk electron conduction, and (iv) Fe2+ - Fe3+oxide atom exchange. Although
early research studies examining Fe2+ on Fe oxides proposed these reactions
(14, 28, 48–53), and the reactions have generally been supported by theoretical
calculations (54, 55), only recently has direct experimental confirmation for each
process been obtained.

In this chapter, we review the literature and current understanding of the
reaction of aqueous Fe2+ with Fe oxides. Our goals are to provide some historical
perspective on the reaction of aqueous Fe2+ with Fe oxides and to summarize
the key experiments and concepts that have required us to frame a revised
conceptual model for understanding the reaction of Fe2+ with Fe oxides based on
the well-known semiconducting properties of these particles.
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A Historical Perspective on Fe2+ Sorption on Fe Oxides

Research as early as the 1960s suggested that Fe oxides were a dominant
sorbent for cations (typically Mn2+, Co2+, Ni2+, Cu2+, Cr3+, and Pb2+) in natural
environments due to their ubiquity and high sorptive capacities (11, 56, 57). Cation
sorption on Fe oxides has been traditionally thought to occur at surface hydroxyl
sites via both chemisorption and physisorption mechanisms (e.g., (25, 58–64) and
refs. therein). Numerous studies of cation sorption on Fe oxides were conducted
in the latter half of the 20th century and resulted in the general conclusion that the
extent of cation sorption on Fe oxides is significant at environmentally relevant
pH values and that it is an important reaction to consider when examining the
fate and transport of metals (e.g., (14, 25, 52, 58, 65–67)). More recent studies
have also examined the sorption behavior for several radionucleotides including
U6+ (68–71), Th4+ (69), and Tc7+ (72) due to their relevance in radioactive water
contamination and long-term engineered radioactive waste storage.

When these studies were conducted, techniques were not yet available that
could discern the surface speciation of sorbed cations (61, 73–75). As a result,
initial characterization of sorbed species was limited to describing cation loss from
solution (i.e., uptake) using sorption isotherms, such as Langmuir, Freundlich,
and linear isotherms (e.g., (56, 57)). In the 1970s, surface complexation models
(SCMs) were developed to provide a more quantitative and mechanistic approach
to describing sorption (e.g., (63, 76–78)). SCMs typically contained four
components: (i) acid-base protonation/hydroxylation reactions that occur at the
particle surface, (ii) an equilibrium expression for sorption, (iii) mass balance
equations for surface sites and the sorbent, and (iv) capacitance terms to account
for the electrostatic charge between the particle and aqueous phase. Note that the
most commonly varied parameter between different models is the capacitance
term (ψ), which is modeled with respect to distance from the oxide surface (75, 79,
80). If charge accumulation was not considered (i.e., capacitance was ignored),
then a Langmuir isotherm could be derived from these equations (73, 81, 82).

While SCMs, such as the constant capacitance model (CCM), double-layer
model (DLM), triple-layer model (TLM), and, more recently, the CD-MUSIC
model, have significantly improved our ability to describe and predict the
macroscopic uptake of ions from solution (e.g., (83–86)), more direct evidence
from spectroscopy is often needed to discern surface speciation (e.g., (87)). The
complex behavior observed for cations uptake has, in particular, been difficult to
model with SCMs, and often additional reactions, such as surface precipitation,
have had to be invoked to adequately capture trends in cation uptake behavior (73,
88, 89). Throughout the 1980s, the need for spectroscopic evidence to validate
surface species proposed in SCMs was recognized and discussed at length in
several excellent reviews (e.g., (61, 75, 79, 80)).

Environmental studies specifically measuring Fe2+ sorption on Fe oxides via
Fe2+ uptake from solution began to appear in the literature in the early 1990s (e.g.,
(14, 16, 17, 90, 91)). Several earlier works had reacted Fe2+ with Fe oxides, but
they were largely concerned with secondary mineral transformation products and
Fe0 corrosion reactions (e.g., (52, 92, 93)). The increased interest in Fe2+ sorption
experiments over the past two decades is most likely due to the implication of
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sorbed Fe2+ as a potentially important reductant for environmental contaminants
(e.g., (16, 17)) and the discovery that microbes could respire directly on Fe3+
oxides (i.e., dissimilatory iron reducing bacteria (DIRB)) (e.g., (94–97)).

The primary focus of these early Fe2+ sorption studies was to understand
contaminant reduction by sorbed Fe2+ based on Fe2+ sorption isotherms.
Several studies found that contaminant reduction rates (kobs) for radionuclides,
nitroaromatics, and carbon tetrachloride (CCl4) could be expressed as a linear
function of the amount of Fe2+ sorbed on the mineral surface (e.g., (17,
98–100)). The increased reactivity of sorbed Fe2+ relative to aqueous Fe2+ was
attributed to hydroxyl ligands at the oxide surface acting as sigma donor ligands,
which increased the electron density of the Fe2+ atoms (64, 101). Others used
SCMs to describe Fe2+ uptake and proposed specific surface species, such as
≡Fe3+OFe2+OH0, to be responsible for contaminant reduction (83, 102). While
the trends in Fe2+ sorption and contaminant reduction rates were compelling, most
studies lacked the spectroscopic measurements necessary to confirm the presence
of the proposed surface species.

At the same time, another avenue of research was being explored that
investigated Fe2+ sorption on Fe oxides in relation to the sorption of other cations,
such as Co2+ and Ni2+. One of the earliest, and perhaps most notable, studies
was done by Tronc et al., who compared the uptake of Co2+, Ni2+, and Fe2+ on
magnetite (Fe3O4) (52). In this work, they found that Fe2+ uptake was three times
greater than Co2+ or Ni2+ despite the similar atomic sizes of the cations, and that
the uptake kinetics for Co2+ and Ni2+ was a rapid, one-step process, whereas
for Fe2+, the uptake behavior contained several kinetic domains stretching over
several days. A similar observation was later made by Jeon and co-workers
with hematite (α-Fe2O3), Fe2+, and other metals (103, 104). In experiments that
focused on the competition of metals for sorption sites on goethite (α-FeOOH),
it was noted that Fe2+ did not appear to compete with the other metal cations,
but surprisingly, the presence of aqueous Fe2+ increased Cu2+, Co2+, and Ni2+
uptake (14). A lack of competition for oxide surface sites from aqueous Fe2+
was also observed for hematite in the presence of a wide variety of metal cations
(103–105).

From these studies and others, the idea that an electrochemical reaction was
occurring between sorbed Fe2+ and the underlying Fe3+ oxides emerged (14,
52, 101, 105). Within this context, Coughlin and Stone proposed the following
equations to illustrate the redox reaction between sorbed Fe2+ and the underlying
Fe oxide (eqs. 1, 2) (14):

In these studies, the semiconducting properties of Fe oxides were often invoked,
and the need to consider the bulk electronic properties of the oxide was also
proposed (in contrast to SCMs, which considered only surface reactions) (41,
52, 101, 105). The semiconducting properties of Fe oxides had already been
invoked to describe other redox reactions involving Fe oxides and Fe sulfides,
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such as the photoelectrolysis of water by illuminated hematite (e.g., (106–108));
the photochemical reductive dissolution of Fe oxides by oxalate (101, 109, 110)
and bisulfide (111); the photooxidation of pyrite (FeS2) in the absence of oxygen
(112); and several other reactions (e.g., (113) and refs. therein).

As our knowledge of the sorbed Fe2+ - Fe3+oxide reaction has progressed over
the past half-century, studies have evolved from largely empirical observations
interpreted through sorption isotherms and SCMs to where we are now, which is
several compelling, but mostly unlinked, experimental observations, and an ever-
increasing awareness of the electrochemical aspect of the reaction. In the next
two sections, we discuss two of the compelling observations that our group and
others have been focused on for the last several years: (i) electron transfer between
aqueous Fe2+ and Fe oxides and (ii) Fe atom exchange between aqueous Fe2+ and
Fe oxides. In the last section, we build on our experimental findings, as well as the
experimental and theoretical work of many others, to propose a revised conceptual
framework for describing the reaction of aqueous Fe2+ with Fe oxides.

Fe2+ - Fe3+oxide Electron Transfer

Oxidation of Sorbed Fe2+

Although there was ample indication in the earlier literature that electron
transfer was likely occurring between aqueous Fe2+ and Fe oxides (14, 49, 50, 52,
101, 105), direct observations of Fe2+ - Fe3+oxide electron transfer remained elusive.
Spectroscopic measurements of Fe2+ - Fe3+oxide electron transfer were difficult to
make because of the very small quantity of Fe2+ at the interface, interference from
the bulk structural Fe3+, and the sensitivity of Fe2+ species to oxidation by oxygen
(103, 114). Other spectroscopic techniques that have been used to characterize
sorbed surface species, such as electron paramagnetic resonance (EPR) and X-ray
absorption spectroscopy (e.g., extended X-ray absorption fine structure (EXAFS)
andX-ray absorption near edge structure (XANES)), but these bulk techniques that
could not distinguish sorbed Fe from underlying structural Fe. Surface-sensitive
techniques, such as X-ray photoelectron spectroscopy (XPS), detected only the
surface Fe atoms, but they operated at high vacuum and required dry samples that
are not representative of hydrated mineral surfaces found in natural environments.

Over the last several years, our group has taken advantage of the isotope
specificity of 57Fe Mössbauer spectroscopy to overcome these challenges ((30,
115–118); for an introduction to Mössbauer spectroscopy, see: (119–122)). 57Fe
Mössbauer spectroscopy detects only the 57Fe isotope. We capitalized on this
specificity to isolate the sorbed Fe signal from the structural Fe3+ in the bulk
oxide by reacting aqueous 57Fe2+ with oxides synthesized from 56Fe. Since 56Fe
is transparent to 57Fe Mössbauer spectroscopy, oxides made from 56Fe, including
56goethite, 56hematite, and 56magnetite, are transparent and result in a negligible
Mössbauer signal, as shown in Figure 1. Mössbauer spectra of the 56oxides
after reaction with aqueous 57Fe2+ revealed that the 57Fe2+ became oxidized and
formed phases similar to the underlying oxide. Fe3+ and Fe2+ phases are easily
distinguishable with Mössbauer spectroscopy based on the center shift (CS)
derived from spectral fitting. The CS is measured relative to 57Fe in α-Fe metal
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(which is operatively assigned a CS value of v = 0 mm/s). The shift in velocity,
based on the middle of the Mössbauer spectrum, from v = 0 mm/s provides
information on the electron density at the Fe nucleus; with one less electron,
Fe3+ shifts about 0.3 to 0.4 mm/s which is much lower than the 1.0 to 1.3 mm/s
shift typically observed for Fe2+ (123). CS values for the spectra of 57Fe2+ after
reaction with 56hematite, 56goethite, and 56magnetite range from 0.35 to 0.44
mm/s, providing direct spectroscopic evidence for oxidation of the 57Fe2+ (30,
115, 116).

Figure 1. Mössbauer spectra of 56goethite, 56hematite, and 56magnetite before
and after reaction with 57Fe2+. Fe oxides were synthesized from 56Fe and are
transparent to 57Fe Mössbauer spectroscopy (top row). After reaction with

57Fe2+, sextets with parameters consistent with Fe3+ are observed (bottom row)
indicating that the 57Fe2+ was oxidized and that electron transfer had occurred
between adsorbed Fe2+ and structural Fe2+ in goethite (30), hematite (116), and
magnetite (115). Other oxidants, such as oxygen, were ruled out by complete

recovery of the Fe2+ upon complete dissolution of the Fe oxides.

Additionally, the presence of six peaks, instead of two, indicates that 57Fe is
magnetically ordered (i.e., the electron spins are aligned), which is characteristic
of a mineral phase with significant Fe-Fe interactions (119–122). The hyperfine
parameters of the spectra indicate that the 57Fe spectra are all characteristic of the
underlying oxide phases, demonstrating mineral growth. In essence, a type of
homoepitaxy has occurred, where magnetite has formed on magnetite, hematite
on hematite, and goethite on goethite. Note that magnetite is more complex than
the other mineral phases in that it contains structural Fe2+ and the Mössbauer
spectra are more challenging to interpret (115, 124). The spectrum shown does
indicate that most of the 57Fe2+ has become oxidized (≈90%), although a portion
has become Fe2+ structurally incorporated into magnetite (≈10%) (115). At the
present time, we have used this approach to examine several Fe oxide phases,
including goethite (30), hematite (30, 116), ferrihydrite (30), and magnetite (115),
as well as an Fe-bearing clay mineral (118), all of which provide compelling
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evidence that sorbed Fe2+ is oxidized in the presence of these Fe3+-bearing mineral
phases.

In addition to the Mössbauer work of our group and others (125), additional
techniques have emerged that have been able to measure oxidation of Fe2+ by Fe
oxides. A recent study conducted by Yanina and Rosso exposed a large, single
crystal of hematite to aqueous Fe2+ and oxalate under mildly acidic conditions
(32). Under these conditions, Fe2+ preferentially sorbed at the (001) crystal face
forming pyramids that could be seen using microscopy, while pitting occurred at
the (hk0) face. This data was interpreted to mean that oxidative sorption occurred
at one crystalline face (001), while reductive dissolution occurred at another
(hk0). A recent study using X-ray reflectivity measurements has confirmed that
face-dependent sorption and dissolution occurs with Fe2+ and a single crystal of
hematite under more environmentally relevant conditions (i.e., pH 7, no oxalate)
(34). Similarly, Tanwar and co-workers have used crystal truncation rod (CTR)
diffraction to show that Fe2+ reacted with hematite is oxidized and results in
hematite growth (31).

Fate of Injected Electron (“Reduction of Fe Oxide”)

With strong evidence for the oxidation of Fe2+ by Fe oxides, the compelling
question that arose was: What is the fate of the injected electron? Several
photoelectrolysis studies, including the work of Eggleston and co-workers, have
conclusively demonstrated that electrons are mobile within Fe oxides using
scanning tunneling microscopy (STM) (e.g., (126–129)) and electrochemical
techniques (e.g., (107, 108, 130), and refs. therein). In these experiments,
however, the Fe oxides were often saturated with light or current, whereas Fe2+ -
Fe3+oxide electron transfer usually involves a relatively small number of transferred
electrons. In the 1980s, Mulvaney and co-workers performed experiments using
pulse radiolysis where, similar to the Fe2+ - Fe3+oxide electron transfer situation, a
relatively small number of electrons were added to aqueous hematite suspensions
(49, 50, 131, 132). By reducing hematite and measuring the fraction of recovered
electrons by acidic dissolution, they proposed three potential sinks for the injected
electron: (i) as a sorbed species at the hematite surface, (ii) as a localized,
trapped electron in a structural defect of the hematite, and (iii) as a dissolved
Fe2+ species resulting from reductive dissolution (50). The criterion they used
for distinguishing between sorbed and trapped electrons was whether or not the
electrons were recoverable in the acidic extraction (50). Results from their work
suggest that a combination of localized and delocalized electrons can co-exist,
with the relative abundances being dependent on the structural properties of the
oxide (e.g., purity, particle size, etc.), the extent of reduction, and the solution
conditions. Subsequent theoretical work has slightly revised the three possibilities
for the fate of the transferred electron to include: (i) a delocalized, conducting
electron; (ii) a localized, trapped electron; or (iii) a dissolved Fe2+ atom formed
from reductive dissolution (41, 131).

Our group has attempted to probe the fate of the injected electron by
continuing to capitalize on the isotopic specificity of Mössbauer spectroscopy.
To address the fate of the injected electron, we switched the isotopes and reacted
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aqueous 56Fe2+, which is transparent in Mössbauer spectroscopy, with either 57Fe
oxides or isotopically normal oxides (which contain approximately 2.1% 57Fe).
We could then observe any changes to the oxide after the 56Fe2+ was oxidized and
the electron was injected into the oxide. The changes have, not surprisingly, varied
dramatically among ferrihydrite (30), hematite (116), goethite, and magnetite
(115). For ferrihydrite, low temperature spectra indicated localized paramagnetic
Fe2+, similar to spectra previously collected from co-precipitated Fe2+ and Fe3+ at
high pH values (133). Hematite reacted with Fe2+ showed quite different behavior,
with a subtle change in the magnetic behavior of the particles as evidenced by a
partial repression of the Morin transition (i.e., a temperature-dependent magnetic
transition) which could be caused by either localized or delocalized electrons
(134). For goethite, no significant change could be observed in the spectrum after
exposure to 56Fe2+ (our group, unpublished data).

Of the Fe oxides we have reacted with 56Fe2+, we observed the most distinct
change in magnetite. Magnetite can exist with different amounts of structural
Fe2+, with the Fe2+/Fe3+ ratio ranging from 0.5 (stoichiometric magnetite) to
0 (completely oxidized magnetite or maghemite, γ-Fe2.67O4). Magnetite with
intermediate Fe2+/Fe3+ ratios is known as non-stoichiometric or partially-oxidized
magnetite. When we added 56Fe2+ to 57Fe-containing non-stoichiometric
magnetite (Fe2+/Fe3+ = 0.31), we saw the underlying magnetite convert to
stoichiometric magnetite based on the Mössbauer spectrum (Fe2+/Fe3+ = 0.48;
Figure 2) (115). After reaction with 56Fe2+, the magnetite spectrum shows
a decrease in the octahedral Fe3+ spectral area coupled to an increase in the
octahedral Fe2.5+ phase area (with the mixed-valent phase observed because the
electron hopping rate between octahedral sites in magnetite is faster than the
characteristic time of Mössbauer spectroscopy) (124). Unlike the other Fe oxides,
with magnetite we could for the first time distinguish the fate of the electrons
within the oxide structure (that is, the electron reduces an octahedral Fe3+ atom to
produce an octahedral Fe2+ atom).

Fe Atom Exchange

Above we discussed how the electron injected into the Fe oxide (from
oxidative sorption of Fe2+) might become trapped in the oxide structure as either
a localized or delocalized electron. Alternatively, the electron might not remain
within the oxide, but instead may be released into solution as an Fe2+ atom via
reductive dissolution. A vast literature exists on the reductive dissolution of Fe
oxides by other reductants, such as ascorbic acid, oxalate, and sulfide (e.g., (101,
111, 135, 136)), but there is little discussion on whether sorbed Fe2+ was capable
of promoting reductive dissolution of an Fe oxide.

To study the movement of Fe atoms between the solid and aqueous phases,
we, and others, have used Fe isotopes as tracers. Fe has four stable isotopes
(natural abundances: 54Fe (5.8%), 56Fe (91.8%), 57Fe (2.1%), and 58Fe (0.3%)
(137)) and several radioactive isotopes (most notably 55Fe; half-life = 1004
days (138)). Measuring the relative abundance of isotopes with the precision
necessary for tracking exchange reactions is, however, difficult and requires high
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Figure 2. Mössbauer spectrum of non-stoichiometric magnetite (Fe2+/Fe3+
= 0.31) before and after (Fe2+/Fe3+ = 0.48) reaction with 56Fe2+. Initial

concentration of aqueous 56Fe2+ was 3 mM. After 24 hours, 1.5 mM was taken up.
Open markers represent the observed spectrum, with the total fit shown as a solid
line. (Reproduced with permission from reference (115). Copyright 2009 ACS)

precision mass spectrometers for stable isotope measurements (multi-collector
inductively-coupled plasma mass spectrometry or MC-ICP-MS) (139–141), or
scintillation counters for radioactivity measurements (22, 142). Many of the
earliest works using stable Fe isotopes to examine the interaction of aqueous
Fe2+ with Fe oxides were focused on determining sorption-induced changes in Fe
isotope fractionations in order to gain insight into natural fractionation processes
(e.g., (36, 37, 143–148)).

One of the first studies to use Fe isotopes to track the exchange of Fe
between aqueous Fe2+ and Fe oxides used 55Fe as a tracer (22). Pedersen et al.
synthesized four Fe oxides enriched with 55Fe and observed the release of 55Fe
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into solution upon exposure to aqueous Fe2+ over the period of a month. Release
of 55Fe into solution was observed for ferrihydrite, lepidocrocite (γ-FeOOH), and
goethite, but not for hematite (Figure 3, circles). The amount of 55Fe released into
solution approached isotopic equilibrium for ferrihydrite over a matter of days,
demonstrating that nearly all the structural Fe in ferrihydrite exchanged with
the aqueous Fe2+ phase. Partial exchange was observed for two different-sized
lepidocrocites and goethite, indicating that only a fraction of the structural Fe
participated in exchange or reductive dissolution reactions. These findings
showed, at least for ferrihydrite, lepidocrocite, and goethite, that aqueous Fe2+
catalyzed extensive interfacial Fe atom exchange. Jones et al. more recently used
55Fe-enriched Fe oxides to measure the amount of isotope exchange between
aqueous Fe2+ and ferrihydrite, jarosite, lepidocrocite, and schwertmannite with
and without the presence of silica and natural organic matter (NOM) (40).
Significant exchange was observed for all the oxides, but only ferrihydrite showed
complete exchange (Figure 3, triangles). When silica and NOM were present, the
extent of exchange decreased, which was attributed to their blocking reductive
dissolution sites (40, 149, 150).

Figure 3. Kinetics of Fe atom exchange between aqueous Fe2+ and Fe oxides
(circles (22), triangles (40), squares (39), and X (38)). Complete exchange
(100%) indicates complete equilibration of isotopes in each phase, while

negligible exchange (≈0%) means no atomic exchange has occurred. Partial
exchange is observed when only a fraction of the structural Fe exchanges with

the aqueous Fe2+.
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Fe atom exchange between aqueous Fe2+ and Fe oxides has also been
quantified using natural Fe isotope abundances (e.g., (36–38, 147, 151, 152)). For
example, Mikutta et al. measured δ56/54Fe values for aqueous Fe2+ reacted with
goethite and goethite-coated sand (38); based on mass-balance estimates, they
determined that approximately a single-surface atom layer of Fe was exchanged
(≈ 4%), which was significantly less than that observed for the 55Fe goethite
studied by Pedersen et al. (Figure 3). Both Jang et al. and Crosby et al. observed
minor exchange between aqueous Fe2+ and goethite (36, 37) or hematite (36), but
quantifying the extent of exchange was difficult due to only minor initial isotopic
differences between the aqueous and solid phase Fe. Additionally, many of these
studies tracked the isotopic composition of only the aqueous phase, making mass
and isotope balance calculations more difficult to perform.

Compelled by the findings from Pedersen et al. and others, we used a
57Fe-enriched tracer approach to simultaneously measure changes in the isotope
composition of both the aqueous Fe and the goethite Fe (Figure 4) (39, 153).
We enriched the aqueous Fe2+ with 57Fe atoms (δ57/56 Fe = +840.43‰), while
the goethite remained naturally abundant in Fe (δ57/56Fe = -0.12‰). By tracking
the δ57/56Fe value for the aqueous and solid phases over time, we were able to
determine the extent of mixing by measuring changes in both Fe reservoirs (see
(39) for calculations). Over the course of 30 days, the δ57/56Fe value of aqueous
Fe2+ decreased from +840.43 to +39.94‰ and the solid phase δ57/56Fe value
increased from -0.12 to +38.75‰ (Figure 4). The decrease in the aqueous Fe2+
δ57/56Fe value and the increase in the solid phase δ57/56Fe value both indicate that
Fe atom exchange occurred between the two phases. The convergence of the two
values to the mass balance average indicates that nearly 100% of the structural Fe
in the goethite exchanged with aqueous Fe atoms (Figure 3, squares).

As shown in Figure 3, estimates of the extent of exchangeable Fe3+ in Fe
oxides after reaction with Fe2+ vary significantly. As one might expect, the rate
and extent of mixing vary significantly for each Fe oxide, with the least stable
Fe oxide (ferrihydrite) exhibiting more exchange than the more stable Fe oxides.
There is also significant variation between studies for the same oxide, particularly
for goethite, where nearly complete exchange is observed after a week in our
work (39), and much less exchange is observed (≤ 10%) in two other works over
longer time periods (22, 38). The reason for these variations is, at this time,
unclear. Relative to the experimental conditions of Pedersen et al., our goethite
particles had a greater surface area (110 vs. 37 m2g-1), and we worked at a higher
solution pH (7.5 vs. 6.5) and higher goethite concentrations (2 g/L vs. ~50 mg/L).
Mikutta et al. used goethite-coated quartz (as opposed to goethite particles) and a
flow-through column (instead of batch reactors) to estimate the extent of exchange
(38). These differences, as well as other experimental variables such as pH buffer
and background electrolyte, may have contributed to the discrepancies in amount
of Fe exchanged among the goethite experiments. What controls the extent of
exchangeable Fe3+ in Fe oxides after reaction with Fe2+ is a critical question that
remains to be addressed.
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Figure 4. Measured δ57/56Fe values of aqueous (○) and goethite-Fe (●) over
time. The dashed line is the calculated completely mixed δ57/56Fe value of 37.6.
Because the initial molar amount of aqueous Fe2+ was much smaller than the
amount of Fe initially present within the goethite particles (15.85 mmole vs.

337.66 mmole, respectively), the completely mixed δ57/56Fe value is much closer
to the initial isotopic composition of the goethite solids than the aqueous Fe2+.
Each data point represents the average of triplicate reactors. Standard deviations
of replicates are contained within markers. (Reproduced with permission from

reference (39). Copyright 2009 ACS)

Despite the differences in the extent of atom exchange observed in these
studies, the works collectively suggest that atom exchange is preceded by
oxidative sorption of Fe2+ by structural Fe3+. Based on the observations that (i)
sorbed Fe2+ oxidizes at Fe oxide surface and (ii) significant reductive dissolution
of structural Fe atoms occurs, we proposed a conceptual model to describe the
dynamics of aqueous Fe2+ - Fe3+oxide electron transfer and atom exchange (Figure
5). We hypothesized that five sequential steps (i.e., sorption – electron transfer –
crystal growth – conduction – dissolution) are occurring in what can be envisioned
as a redox-driven conveyor belt (Figure 5) (39). This cyclic reaction offers a
potential explanation for how significant isotope exchange can occur between
phases without significant change observed in the particle dimensions or aqueous
Fe2+ concentration over the course of the experiment. Although the energetic
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driving force of this reaction mechanism remains unclear, recent measurements
with hematite have revealed that a potential gradient exists between crystalline
faces when the oxide is exposed to aqueous Fe2+ (32). In this work, the authors
invoked the semiconducting nature of hematite (i.e., the ability of the oxide to
conduct electrons through the crystal lattice) to explain how spatially separated
sites on hematite could be coupled in oxidative sorption and reductive dissolution
reactions (i.e., the proximity effect: (41)).

Figure 5. Conceptual model for the five steps associated with the redox-driven
conveyor belt mechanism to explain how bulk goethite Fe3+ atoms and aqueous
Fe2+ can become completely mixed via growth and dissolution at separate

goethite surface sites. The left surface may be considered a reference plane in the
original goethite crystal at the start of the process (t0), and through growth on the
left and dissolution on the right, this reference plane will migrate over time (t0→
t5) until time t5, at which point 100% atom exchange has occurred. (Reproduced

with permission from reference (39). Copyright 2009 ACS)

Moving Toward a Revised Conceptual Model for Fe2+ Uptake

From the discussed studies, compelling evidence has emerged showing
that aqueous Fe2+ - Fe3+oxide electron transfer occurs and, in some cases, atom
exchange and/or bulk conduction through the oxide may occur after the injection
of the electron. Many of these observations, however, are with different oxides
under different experimental conditions, and it is difficult to interpret these
observations without a clear conceptual framework (e.g., (154)). Here, we attempt
to combine the experimental evidence for Fe2+ - Fe3+oxide electron transfer, bulk
electron conduction, and Fe atom exchange into a revised conceptual framework
that builds on the well-known semiconducting properties of Fe oxides.

The transfer of electrons into semiconducting oxide particles has long been
studied due to its use in photocatalytic reactions (i.e., the conversion of light
into chemical energy) (some classic studies and reviews include: (49, 107,
108, 130, 131, 155–160)). In these works, several approaches have utilized
semiconducting nanoparticles to convert visible light into chemical energy (for
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a historical perspective, see (158)). In studies analogous to Fe2+ sorption on Fe
oxides, this field of work has examined how electrons are transferred to and from
semiconducting nanoparticles (e.g., (49, 50, 131, 156, 157, 159–165)). Reviewing
this extensive literature provides an excellent starting point for considering how Fe
oxides can be studied and thought of as electrochemically-active semiconductors.

In a solid, the molecular orbital energy levels become smeared into energy
bands due to their similar energy levels and the Pauli exclusion principle (for
a more thorough review, see (131, 155, 158, 166, 167)). The gap between the
highest energy states occupied by electrons (i.e., the valence band, VB) and the
lowest unoccupied energy states (i.e., the conduction band, CB) is known as the
band gap (Eg), and is the amount of energy required to excite an electron from
the VB to CB (0.5-3.0 eV for semiconductors) (Figure 6). In an ideal, flawless
oxide particle, no energy levels exist between the VB and CB, thus an electron
added to the oxide goes into the CB. In real oxides, however, atomic impurities,
crystalline defects, and surface effects alter the ideal structure and create sites
where electrons can stabilize at energy levels between the VB and CB (Figure 6).
The nature of the energy levels of these impurities and defects can dictate whether
a semiconductor is negative- or n-type, where excess electrons transfer charge in
the CB, or p-type, where positively charged holes in the VB act as charge carriers
(e.g., (166–172), and refs. therein). The common Fe oxides haveEg values ranging
from approximately 1.9 to 2.2 eV, with the exception of magnetite, which has an
Eg of 0.1 eV, making it closer to a conductor (150). Note that a 2 eV band gap
corresponds to the absorption of light with a wavelength shorter than ~620 nm,
which results in the transmission of only red and orange visible light and provides
the Fe oxides with their characteristic colors.

Figure 6. Conceptual schematic representation of how aqueous Fe2+ interacts
with Fe oxides with environmental reactions in mind. Upon oxidative sorption
of Fe2+, the electron is transferred to the CB. From the conduction band, the
electron has three possible fates: (1) it can be localized in a trapping site; (2) it
can reduce an oxidant in solution, such as an environmental contaminant or a
biological electron mediator; or (3) it can partake in reductive dissolution.
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By coupling models previously devised in the literature (39, 41, 54, 131,
156–159) with experiments investigating Fe2+ uptake by Fe oxides (22, 30, 32,
39, 49, 50, 52, 115), we propose a revised conceptual framework for interpreting
the reaction of aqueous Fe2+ with Fe oxides (Figure 6). In this model, an Fe2+
atom sorbs to an Fe oxide particle and becomes oxidized to Fe3+ with the electron
transferred into the CB. As described by Mulvaney and co-workers and others
(41, 50, 131, 157, 159, 160), this electron has three potential fates which are
illustrated in Figure 6: (i) the electron may become immobilized in a trapping
site; (ii) the electron may stay in the conduction band and react with a redox-
active aqueous substituent, such as an environmental contaminant; or (iii) the
electron may migrate near the surface and cause another Fe3+ atom to participate
in reductive dissolution. For Fe oxides, reductive dissolution likely occurs at a
reduction potential more positive (lower on the y-axis in Figure 6) than that for
the reduction of H2O to H2 in the absence of light (131).

Interfacial redox reactions occurring between semiconducting oxide particles
and redox-active aqueous species have been well established in the literature; in
fact, it has become common in the physical chemistry literature to use redox-active
probe compounds to determine the reduction potential (E) of an oxide by assuming
equilibrium between the phases (i.e., Eoxide = Eredox probe) (e.g., (49, 50, 131, 156,
157, 159, 160)). The potential of the oxide (Eoxide) is defined as the Fermi level
(EF), which is the energy level in the oxide that has a ½ probability of being
occupied by an electron (EF, arbitrarily placed between the CB and VB in Figure
6). As an oxide becomesmore reduced or electron-doped, theEFwill becomemore
negative as higher energy orbitals are occupied (higher on the y-axis in Figure 6).

As the EF becomes more negative, the oxide becomes a stronger reductant,
and vice versa. Fe2+ removal from solution by the oxide would lead to a lowering
of the oxide EF and an increase in the potential of the Fe2+ in solution (Esoln).
In light of the semiconducting properties of Fe oxides, several researchers have
speculated that the extent of Fe2+ uptake by Fe oxides may be controlled by a
redox-driven process, such as EF-Esoln equilibration between the Fe oxide and the
Fe2+/Fe3+aq redox couple(s) (24, 32, 49, 125, 131, 160). Calculating the extent
of expected Fe2+ uptake using this framework is still not a trivial calculation,
however, as several co-existing variables can influence EF and band localities and
capacities, such as the abudance of trapping sites and structural defects (e.g., (49,
50, 131)), inadvertant or intentional structural doping (e.g., (130, 172)), the relative
abundance of crystalline faces (e.g., (32, 34)), secondary-mineralization pathways
and irreversible reactions (e.g., (19–24)), and VB and CB band-bending effects
and EF-pinning (e.g., (130, 173, 174)).

Reconsidering Fe2+ sorption on Fe3+ oxides in light of the semiconducting
framework illustrated in Figure 6 provides some thought-provoking insights to
consider. For example, the extent of Fe2+ sorption should be controlled by EF
equilibration, not surface site availability. This is consistent with our group’s
recent finding that Fe2+ uptake by magnetite is controlled by a bulk property,
rather than particle surface area (115). More specifically, Fe2+ sorption isotherms
were measured for magnetite batches with varying stoichiometries (x = Fe2+/Fe3+).
The specific surface areas (SSA) of the oxides were carefully controlled in
synthesis to minimize any differences (BET SSA = 62 ± 8 m2g-1 (±σ)). Fe2+
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uptake by the magnetite was strongly dependent on the initial stoichiometry (x),
with more oxidized magnetite batches (lower x) exhibiting significantly more Fe2+
uptake from solution (Figure 7, left panel). When the particles were dissolved to
measure the total Fe2+/Fe3+ ratio after Fe2+ sorption, the stoichiometries of all the
magnetite batches plateaued at approximately x = 0.5, the value corresponding to
stoichiometric magnetite (x = 0.5: TetFe3+[OctFe2+Fe3+]O4) (Figure 7, right panel).
Similar observations have also been made based on Fe2+ titrations with magnetite
(52).

Figure 7. (Left) Effect of initial magnetite stoichiometry (x = Fe2+/Fe3+) on Fe2+
uptake from solution (presented as sorption isotherms). The average specific
surface areas for the magnetite batches were: 62 ± 8 m2g-1. (Right) Magnetite
stoichiometry (x) measured by acidic dissolution after reaction with aqueous
Fe2+. The data in each panel is taken from the same experiment. (Reproduced

with permission from reference (115). Copyright 2009 ACS)

Observations regarding contaminant reduction by sorbed Fe2+ are also
interesting to revisit. For example, several studies report negligible reduction
of a model contaminant (i.e., NO2-, O2, and nitrobenzene) when an Fe oxide is
exposed to aqueous Fe2+ and either the residual aqueous Fe2+ is removed or all
Fe2+ sorbs. In the presence of aqueous Fe2+, however, rapid reduction occurs (30,
175, 176). Using the above model, removal of Fe2+aq would raise Esoln to a more
positive potential, which consequently raises the EF of the solid. A significant
portion of the Fe2+ associated with the particle may also be present in localized
trapping sites, which may or may not be capable of reducing an aqueous oxidized
species. Note that in these works, the reaction kinetics were only measured for
relatively short time periods making it difficult to assess if the reaction was simply
very slow (indicative of a more positive EF) or completely stopped (suggesting
significant or complete trapping). Future contaminant fate studies should consider
the possibility of trapped electrons, especially when evaluating the extent of a
reaction.
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One final consideration is how Fe2+ catalyzes Fe oxide transformation
reactions (e.g., ferrihydrite + Fe2+ → goethite or magnetite; lepidocrocite +
Fe2+ → magnetite) (e.g., (19–24)). A topic of discussion has been whether Fe2+
promotes mineral transformations by topotactic reformation (i.e., an internal
reorganization) or by nucleation and recrystallization (i.e., a breakdown of the
mineral and reconstruction of a new phase) (e.g., (20–22, 24)). Recently, Yang
et al. argued that both topotactic reformation and nucleation can occur, with the
rate of electron-doping (i.e., Fe2+ uptake) dictating which mechanism occurred.
They argue that at low Fe2+ concentrations, reductive dissolution and oxidative
sorption would be in equilibrium, with nucleation and recrystallization being
the dominant mineral transformation mechanism. At high Fe2+ concentrations,
however, the rate of Fe2+ uptake could be greater than the rate of reductive
dissolution (e.g., (177)). In this case, the significant charge accumulation within
the Fe oxide could lead to topotactic reformation. In the Yang et al. model, the
extent of electron doping into the Fe oxide dictates which mechanism, and likely
which products, are predominant. Further developing an understanding of these
reaction mechanisms may also offer insights into how foreign cations, such as
trace nutrients (e.g., Mg2+, Ca2+, Cu, Mn, Zn) and heavy metals (e.g., U, As, Cr),
can become and/or remain structurally incorporated in Fe oxides (e.g., (14, 104,
178–181)).

We end this chapter by presenting a few examples of how the semiconducting
nature of Fe oxides may also be used advantageously in engineered remediation
efforts. Several studies have demonstrated that the particle size of Fe oxides can
be finely tuned down to the nanometer scale, which can dramatically influence
reactivity beyond what would be predicted by only considering the surface area
(e.g., reductive dissolution (182, 183), CCl4 reduction (184), As sorption (185),
and Mn2+ oxidation (186)). Doping of Fe oxides with foreign cations may also
be utilized to promote otherwise unfavorable reactions: reduced hematite (i.e.,
electron-doped) and Mg2+-doped hematite (i.e., p-doped) can reduce H2O to H2
and N2 to NH3 (106, 187, 188), while Sn4+- and Ti4+-doped hematite (i.e., n-
doped) can reduce dissolved O2 (172). While Fe oxides have long been utilized
as semiconductors in other fields, such as photocatalytic energy production (e.g.,
(106–108, 168–170, 189)), their electronic potential in engineered remediation
remains to be fully explored (e.g., (113, 190)).
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Chapter 16

Redox Driven Stable Isotope Fractionation

Jay R. Black,1,* Jeffrey A. Crawford,1 Seth John,3 and Abby Kavner1,2

1Institute for Geophysics and Planetary Physics, 2Earth and Space
Sciences, University of California, Los Angeles, 595 Charles E. Young

Drive East, Los Angeles, CA 90095
3Department of Earth and Ocean Sciences, University of South Carolina,

Columbia, SC 29208
*jayblack@ucla.edu

Electrochemical reduction/oxidation (redox) reactions have
been observed to drive stable isotope fractionation in many
metal systems, where the lighter isotopes of a metal are typically
partitioned into the reduced chemical species. While physical
processes such as diffusive mass transport lead to small isotope
fractionations, charge transfer processes can lead to isotope
fractionations up to ten times larger and twice that predicted
by equilibrium stable isotope theory. Control over physical
and chemical variables during electrochemical experiments,
such as overpotential and temperature, allow for the isotopic
composition of deposited metals to be fine tuned to a specific
value.

Introduction

Redox reactions drive many chemical transformations in the environment,
and are vital in biological cycles for energy production. Many elements are
redox sensitive, with multiple accessible oxidation states stable in a variety of
environments. The transition metal elements are of particular interest, as some of
the largest stable isotope fractionations seen in these metal systems are associated
with redox transformations. Therefore, stable isotope signatures may be used
for a wide range of applications, from studying the transport and deposition of
metals in the environment for the purposes of monitoring and remediation of
contaminants, to reconstructing the chemistry of our planet in the past. In order

© 2011 American Chemical Society
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to do this, an understanding of what drives stable isotope fractionation during a
redox reaction is needed.

The history behind the discovery of deuterium is a good starting point,
as it was after its discovery by Harold Urey (1) that the first electrolytically
produced sample of heavy water was reported by Gilbert N. Lewis and Ronald
T. MacDonald (2) who concentrated 20 liters of normal abundance water down
to 0.5 ml of 66% deuterium through electrolysis. The electrochemical separation
of stable isotopes subsequently became one of the earliest industrialized forms of
stable isotope purification, with pure deuterium being produced using electrolytic
cells in cascade reactors (3–5). The fractionation factor of industrial electrolytic
cells varied as a function of the cell geometry and physical parameters, such as
temperature and overpotential used, from αliquid-vapor = 3 to 13 (4, 5) (where α
= D/Hliquid/D/Hvapor). The electrochemical separation of 6Li and 7Li was later
developed showing smaller fractionation factors of approximately αaqueous-metal
= 1.020-1.079, where α = 7Li/6Liaqueous/7Li/6Limetal (6, 7). The accepted theory
to explain these fractionations was that they were due to a difference in the
equilibrium potential for the reduction of one isotopologue species over another,
leading to a ‘kinetic isotope effect’ far from equilibrium (5). Quantum-mechanical
tunneling may also play a role in the case of hydrogen fractionations (8),
altering the reaction coordinate for isotopologue species. Interest in separating
lithium isotopes for the nuclear fuel industry has sparked recent interest in using
electrochemical methods for the task (9–13). Recent experiments by Kavner
and co-workers (14–19) have developed our understanding of the physical and
chemical controls upon isotope fractionation during electrochemical experiments
and form the basis for discussion in this chapter.

Figure 1 illustrates the electric double layer at an electrode surface and the
physical and chemical processes that may contribute to the fractionation of stable
isotopes during an electrochemical reaction. These include equilibria between
different chemical species in solution or at the surface of the electrode, diffusion
of reactant to the electrode surface, and finally the charge transfer kinetics at the
electrode surface. Stable isotope ratios are reported here in a delta notation (Figure
1), with units of permil (‰) expressing the difference in isotopic ratio of a sample
to a standard:

where X/YM is often reported as the ratio of a heavy isotope over a light isotope,
(e.g., 56/54Fe, 66/64Zn and 7/6Li) therefore, positive and negative δX/YM indicate a
sample which contains more of the heavy and light isotope of an element relative to
a standard, respectively. The capital delta notation reflects the isotopic difference
(in permil) between two substances, A and B.
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Figure 1. Schematic of the electric double layer adjacent to the surface of an
electrode. The processes that may contribute to the overall isotopic signature in
the plated (substance A) metal are labeled next to the arrows (19). Substance
B = surface adsorbed reactant species; C = diffusing reactant species; D =

secondary bulk solution species.

Combining Marcus Theory with Equilibrium Stable Isotope Theory

In a series of papers investigating iron and zinc stable isotope fractionation
during electrodeposition Kavner et al. (14, 15) derived an equation which
combined equilibrium stable isotope theory (20–22) with Marcus’s statistical
mechanic description of charge transfer processes at an electrode (23):

where isotopic fractionation (ln αmetal-aqueous) depends on the charge transfer rate (k)
for metal deposition (lightMz+(aq) + ze- = lightM(s)), collision frequency (v), activation
free energy (ΔG*), Boltzmann’s constant (kB), temperature (T), mass in motion
(m), equilibrium fractionation factor (αeq), partition function ratio of abundant
isotopologues of product and reactant (QP/QR), number of electrons (z), charge
of an electron (e), and Marcus reorganization energy (λ) (9). The primed symbols
are for the corresponding heavy isotopologue charge transfer reaction (heavyMz+(aq)
+ ze- = heavyM(s)).

Equation 2 makes a number of testable predictions about how stable isotopes
are fractionated during a charge transfer reaction:
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• Fractionation is linearly dependent upon applied voltage (overpotential =
η = E-E0) or, in other words, the driving force or extent of disequilibrium.

• The magnitude and slope of the fractionation scales with the equilibrium
fractionation factor between product and reactant divided by the Marcus
reorganization energy.

• Fractionation decreases with increasing temperature, primarily controlled
by the change in magnitude of the equilibrium fractionation factor, which
scales proportionally with 1/T2 under most circumstances (24), but not in
all cases (25).

To test these predictions, electrochemical experiments were conducted where
a number of the variables of interest could be controlled including the solution
chemistry, temperature, and applied overpotential. Other properties such as
the effect of mass transport of reactant to the electrode surface were tested by
the use of planar electrodes in unstirred solutions compared with controlled
hydrodynamic conditions using a rotating disc electrode. Here we present and
summarize the results of previous electrochemical experiments (see following
section) and the results of new experiments where copper is electroplated on
rotating disc electrodes as a function of temperature, overpotential and electrode
rotation rate.

Prior Experimental Results

Results from previously published electrodeposition experiments where metal
was deposited on planar electrodes are shown in Figure 2, which plots results for
Δ66/64Znmetal-aqueous and Δ56/54Femetal-aqueous on the left hand axis and Δ7/6Limetal-solution
on the right hand axis versus the applied overpotential. The following observations
and interpretations can be made:

• In all cases the lighter isotope is preferentially partitioned into the
deposited metal, with much larger fractionation factors seen for lithium
compared to iron and zinc.

• The observed electrochemical fractionations for iron and zinc
are much larger than calculated equilibrium fractionation factors
(Δ56/54Femetal-aqueous = -0.9 ‰ (26) and Δ66/64Znmetal-aqueous = -2.5 ‰ (27)
at 25oC), especially at lower deposition rates near zero overpotential
(Fig. 2). For lithium, fractionation approaches its equilibrium value
(Δ7/6Limetal-solvated = -29.6 ‰ at room temperature (28)) near zero
overpotential where fractionation should be controlled by equilibrium
processes (Fig. 2). Equilibrium stable isotope theory predicts that
fractionation should scale roughly with the difference in mass over the
product of the mass of the two isotopes (Δm/m2, (24)). Therefore it
makes sense that the fractionation in lithium deposits is larger on an
absolute scale than the Fe and Zn fractionations. However, when the
results shown in Figure 2 are normalized to this ratio (Δm/m2), the
lithium fractionations, which do not exceed the predicted equilibrium
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Figure 2. Stable isotope composition of various metals electrodeposited on
planar electrodes including Zn (diamonds) (15, 19), Fe (circles) (14, 19) and Li
(triangles) (17). Hollow symbols indicate experiments that were not temperature

controlled. Filled symbols are temperature controlled experiments.

value (28), show smaller mass-relative electrochemical effects than do
zinc and iron, which do exceed their equilibrium values.

• When examining the iron and zinc results side by side (Fig. 2) larger
fractionations are seen in zinc metal deposits. This result is partly
explained by the solvation structure of the metals in solution, as
calculated equilibrium fractionation factors for the hexaquo-iron and
-zinc complexes (predominant forms of aqueous iron and zinc) relative
to metal are Δ56/54Femetal-aqueous = -0.9 ‰ (26) and Δ66/64Znmetal-aqueous
= -2.5 ‰ (27) at 25oC. Other discrepancies between experiments arise
from different experimental designs.

• Fractionations were different in stagnant solutions (hollow markers, Fig.
2) compared to stirred solutions (solid markers, Fig. 2). Comparing
trends in the zinc data (diamonds, Fig. 2) between the hollow (15)
and solid marker samples (19), where the same solution chemistry was
used, shows an almost 1.5 ‰ difference in the isotopic composition of
samples. Temperature cannot account for this large discrepancy between
the experiments and so this indicates that the stirring of solutions may
have a large effect on the observed fractionation.

• Temperature trends in the solid marker data sets (Fig. 2) are unusual, with
fractionation increasing with increasing temperature in both the iron and
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zinc experiments, while equilibrium stable isotope theory predicts that
fractionation should decrease at higher temperatures as 1/T2 (24).

• The trend in fractionation versus overpotential for iron samples
(circles, Fig. 2) changes depending on experimental conditions, with
fractionation increasing at increasing applied overpotential in stagnant
experiments (14) and decreasing with increasing applied overpotential
in stirred experiments (19). The solution chemistry may partly explain
the differences in the case of iron, as the pH of solutions in stagnant
experiments was lower (pH < 1) compared to stirred experiments (pH
~ 2.5) and this affected the iron deposition efficiency relative to H2(g)
production at the cathode.

Experimental Methods

Sample Solution Preparation

A1L stock solution of 0.7M copper sulfate was prepared from aCuSO4.5H2O
salt (pH = 3.05). Fresh 50 mL aliquots were taken from this stock for every second
to fourth experiment (stock solution compositions before and after samples runs
were monitored to ensure there was no Rayleigh-type evolution of the reservoirs).

Electrodeposition Experiments

Electrochemical parameters were controlled by an Autolab potentiostat
(PGSTAT30) using a platinum rotating disc working electrode (3 mm diameter),
a platinum counter electrode, and a Ag/AgCl double junction reference electrode
(filled with 3 m KCl). The electrodes were immersed in ~50 mL of degassed
sample solution and the temperature of this solution was controlled by an
external water bath. The equilibrium potential (E0) of sample solutions in the
electrochemical cell were experimentally determined using cyclic voltammetry
with variable sweep rates. A series of electrodeposition experiments were
performed as a function of: applied overpotential (E-E0); time (one Coulomb
of charge being delivered in all cases, regardless of the rate of reduction which
varied with overpotential); temperature; and electrode rotation rate, summarized
in Table 1.

Samples of electroplated copper were dissolved in warm 2% (w/v) HNO3 in
Teflon cups. The sampleswere then evaporated to dryness and dilutedwith 4mL of
2%HNO3. Before isotopic analysis (see below) the samples were diluted to a final
concentration of 20 ppm copper. Dilutions were measured for Cu concentrations
to provide an estimate of the total amount of metal electroplated. A comparison
between this value and the total amount of charge passed provides a lower bound
estimate of the efficiency of the plating reaction and in all cases was ~108 % ± 7%
(2σ); therefore efficiencies are taken as 100% in all cases.
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Table 1. Summary of electrochemical experiments and MC-ICP-MS results

Sample Temp.
(oC)

η (V)a Stir Rate
(rpm)

Average
Current (mA)

Δ65/63Cu (‰) ± 2σb

Cu01 0 -0.2 5000 -0.98 -2.17 ± 0.02

Cu02 0 -0.2 10000 -0.91 -2.31 ± 0.02

Cu03 0 -0.3 5000 -1.92 -2.27 ± 0.02

Cu04 0 -0.3 10000 -1.90 -2.22 ± 0.02

Cu05 0 -0.5 2500 -4.25 -2.02 ± 0.02

Cu06 0 -0.5 5000 -4.24 -2.11 ± 0.02

Cu07 0 -0.5 7500 -4.31 -2.10 ± 0.02

Cu08 0 -0.5 10000 -4.36 -2.13 ± 0.02

Cu09 25 -0.1 5000 -1.57 -2.83 ± 0.02

Cu10 25 -0.1 10000 -1.64 -2.74 ± 0.02

Cu11 25 -0.15 5000 -2.75 -2.62 ± 0.02

Cu12 25 -0.15 10000 -2.39 -2.33 ± 0.02

Cu13 25 -0.2 5000 -4.03 -2.28 ± 0.02

Cu14 25 -0.2 10000 -3.05 -2.09 ± 0.02

Cu15 25 -0.3 5000 -5.32 -1.84 ± 0.02

Cu16 25 -0.3 10000 -1.69 -2.48 ± 0.02

Cu17 25 -0.5 2500 -9.25 -1.70 ± 0.02

Cu18 25 -0.5 5000 -9.34 -1.76 ± 0.02

Cu19 25 -0.5 7500 -9.61 -1.84 ± 0.02

Cu20 25 -0.5 10000 -9.51 -1.84 ± 0.02

Cu21 25 -1.0 2500 -21.23 -1.34 ± 0.02

Cu22 25 -1.0 5000 -20.79 -1.54 ± 0.02

Cu23 25 -1.0 7500 -20.79 -1.61 ± 0.02

Cu24 25 -1.0 10000 -20.79 -1.68 ± 0.02

Cu25 50 -0.2 5000 -6.49 -2.40 ± 0.02

Cu26 50 -0.2 10000 -6.57 -2.41 ± 0.02

Cu27 50 -0.3 5000 -10.30 -2.45 ± 0.02

Cu28 50 -0.3 10000 -9.99 -2.29 ± 0.02

Cu29 50 -0.5 2500 -16.92 -1.90 ± 0.02

Cu30 50 -0.5 5000 -18.15 -2.22 ± 0.02

Continued on next page.
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Table 1. (Continued). Summary of electrochemical experiments and
MC-ICP-MS results

Sample Temp.
(oC)

η (V)a Stir Rate
(rpm)

Average
Current (mA)

Δ65/63Cu (‰) ± 2σb

Cu31 50 -0.5 7500 -17.21 -2.10 ± 0.02

Cu32 50 -0.5 10000 -17.83 -2.33 ± 0.02
a Overpotential, η, (E – E0) relative to measured E0 from CV spectra; b The isotopic
composition of all samples were measured in triplicate with the exception of Cu27 which
was only measured in duplicate.

Isotope Analysis

Isotopic analyses were performed using a Thermo-Finnigan Neptune
Multi-collector Inductively Coupled Plasma Mass Spectrometer. Samples were
introduced via a cyclonic spray chamber. Samples and standards were diluted to a
Cu concentration of 20 ppm and spiked with 20 ppm of an in-house Zn standard.
Samples were run alternately with a NIST SRM 682 Zn standard, also spiked
with Cu, which has previously been compared to JMC 3–0749L Zn (29). Signal
intensity on 60Ni, 63Cu, 64Zn, 65Cu, 66Zn and 68Zn were monitored on cups L3,
L2, L1, C, H1, and H2, respectively. Samples and standards were run alternately
for three minutes each, with 3 minutes rinsing in between. Monitoring of the
measured Zn isotope ratio in samples showed that there was no significant mass
bias due to matrix effects in copper samples compared to standards. Samples
were therefore corrected for instrumental mass bias using only sample-standard
bracketing. Table 1 summarizes the isotopic composition of samples relative to
stock solutions. In all experiments the isotopic composition of the stock solution
was unchanged within experimental error before and after an electroplating
experiment. This establishes a constant isotope reservoir, with no effects from
Rayleigh-type compositional evolution.

Results and Discussion

To better understand the trends described in the previous experiments (Figure
2), the experiments presented here were designed with control over several
different parameters including the rate at which solution was advected over the
electrode (controlled by using a rotating disc electrode), solution chemistry, the
applied overpotential and temperature. Figure 3 presents the isotopic composition
of copper metal samples as a function of the temperature (Fig. 3A) and electrode
rotation rate (Fig. 3B). The calculated equilibrium fractionation between a
copper hexaaquo complex and metallic copper (RPFR estimated from frequency
calculations for the optimized aqueous complex and a literature report of the
vibrational density of states for metallic copper (30)) is also plotted (dashed
line, Fig. 3). The following sections discuss the trends observed in terms of the
physical and chemical variables examined in the experiments.

352

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

6

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Effect of Temperature

Figure 3A plots the stable isotope composition of copper metal samples
from this study as a function of temperature. There is a decrease in the sample
fractionation with increasing temperature from 0 to 25oC of ~0.5 ‰, as predicted
by the plotted equilibrium fractionation (dashed line, Fig. 3), and the predictions
of Equation 2. However, an increase in fractionation is observed at 50oC and may
indicate a change in the electrodepostion mechanism or surface chemistry at the
electrode.

Figure 3. Stable isotope composition of electrodeposited copper as a function of
A) temperature; B) RDE rotation rate. Dashed line = calculated equilibrium.
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Effect of Mass Transport

Figure 3B plots the stable isotope composition of copper metal samples
from this study as a function of the electrode rotation rate at 25oC. At higher
overpotentials the same trend is observed of increasing fractionation with
increasing rotation rate, and the same trends were observed at higher and lower
temperatures and in another study of iron (18). Calculation of the magnitude of
fractionation due to diffusion across the mass-transport boundary layer (diffuse
layer, Fig. 1) at the electrode surface indicate that diffusive limitations would
lead to much smaller fractionations for iron and zinc (e.g. Δ66/64Zndiffusion = -0.27
‰ (19, 31, 32)), and copper with a similar solution chemistry and diffusion
coefficient is likely to exhibit a similar small diffusive fractionation. This
explains some of the trends observed with temperature and rotation rate. Under
diffusive control the fractionation in metal samples will be attenuated by the
smaller fractionation associated with diffusion to the reactive interface. As
temperature increases and rotation rate increases fractionation will also increase
because diffusion occurs more quickly at higher temperatures and the width of
the diffusive sublayer decreases at higher rotation rates, so that diffusion no
longer attenuates the large electrochemical isotope effects as much. This effect
can be quantified by plotting isotope fractionation against the ratio of observed
current at the cathode versus a calculated diffusion limiting current (Figure 4)
given by the Levich equation (32). Figure 4 shows that the data falls along a
trend of increasing fractionation with decreasing current ratio (i.e. as reaction
kinetics dominate over diffusion limitations fractionation increases) and resolves
the temperature and rotation rate effects observed.

Effect of Electrochemical Variables

Amount Plated

In the copper deposition experiments presented here one Coulomb of metal
was plated in all cases. However, it was shown in previous studies (9, 10,
14) that varying the amount of charge delivered from 5 (0.5 minute) to 50 (5
minutes) Coulombs with all other variables fixed, led to no change in the observed
fractionation in metal within the experimental error.

Overpotential

Figure 3 plots data collected at different applied overpotentials as different
symbols, showing a general trend towards smaller fractionations in the copper
metal with increasing overpotential. The same trends were seen in previous
experiments (Fig. 2 (15, 17, 19)) with the exception of one study (hollow circular
symbols, Fig. 2 (14)). Figure 3 clearly illustrates that at low overpotentials the
fractionation in samples is larger than predicted by equilibrium stable isotope
theory (dashed line, Fig. 3), and is therefore suggestive of a kinetic isotope
effect. However, with increasing overpotential (i.e., increasing disequilibrium)
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the fractionation in samples decreases below this equilibrium fractionation line.
As discussed in the introduction, Equation 2 predicts that fractionation scales
linearly with the applied overpotential, however, closer inspection of the trends in
the data do not show a perfectly linear dependence. This may be partly explained
by concurrent isotope effects, such as diffusive limitations of reactant to the
electrode interface where reaction occurs. Diffusive limitations may also explain
the smaller fractionations observed further from equilibrium at higher applied
overpotentials.

Figure 4. Stable isotope composition of electrodeposited copper as a function
of the current ratio of observed to calculated diffusion limiting current. Dashed
lines represent calculated equilibrium fractionation at different temperatures.

Conclusions

Large fractionation of metal stable isotopes are observed during redox
reactions. These fractionations are not controlled by a single process, but instead
result from the interaction between several different processes, each of which
can fractionate isotopes on their own and/or moderate the fractionations caused
by other processes. Under experimental conditions, three chemical and physical
processes dominate these stable isotope fractionations:

1) Equilibrium isotope effects between different chemical species, leading
to smaller fractionations at higher temperatures, scaling as 1/T2 under
most circumstances.
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2) Electrochemical kinetic isotope effects, where differences in the
activation energy for charge transfer lead to large isotope effects.

3) Diffusive isotope effects, which are small in comparison to these other
effects and which increase at higher temperatures.

The relative difference in magnitude of these effects can be used to predict
and produce isotopic products of metals of specifically tuned composition by
controlling the mass transport, temperature and reaction kinetics of a given
system. Understanding the interaction between these processes also provides a
framework for interpreting isotopic signals in nature, where the magnitude of
fractionation may be used to distinguish between kinetic and equilibrium effects,
or to determine under what natural conditions reactions become diffusion limited.
Many of the chapters in this volume discuss various pathways involving redox
transformations of iron. Chapters 8 (33) and 9 (34) discuss reactions of iron
with reactive oxygen species in aquatic systems, chapter 14 (35) discusses how
complexation of iron to organic ligands mediates redox reactions between the
Fe(II)-Fe(III) couple, chapters 13 (36) and 15 (37) discuss sorption of iron to
FeS adlayers and ferric oxide minerals followed by redox activity, chapter 17
(38) looks at how the structural properties of clays change with the oxidation and
reduction of iron within the structure, and chapter 18 (39) looks at the reactivity
of zero valent iron in the environment and its importance in reactive-transport
models. All of these processes may induce their own unique isotopic signature in
the separate redox phases of iron which potentially could be used to study these
reaction pathways. Many other redox active metals have their own suite of stable
isotopes whose ratios will be affected by their redox cycle.
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Chapter 17

Redox Properties of Structural Fe in Smectite
Clay Minerals

Anke Neumann,1 Michael Sander,1 and Thomas B. Hofstetter1,2,*

1Institute of Biogeochemistry and Pollutant Dynamics (IBP), Swiss Federal
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*corresponding author: thomas.hofstetter@eawag.ch

Redox reactions of structural Fe in clay minerals play
important roles in biogeochemical processes and for the fate of
contaminants in the environment. Many of the redox properties
of Fe in clay minerals are, however, poorly understood, thus
limiting the knowledge of the factors that make structural
Fe participate in electron transfer reactions. This chapter
summarizes the current state of knowledge on the redox
properties of structural Fe in clay minerals. In the first part, we
review the various spectroscopic observations associated with
structural Fe reduction and oxidation and how changes in Fe
oxidation state affect the clay mineral structure and the binding
environment of Fe in the octahedral sheet of planar 2:1 clay
minerals. In the second part, we show how information on the
structural alterations and arrangement of Fe can be interpreted
to assess the apparent reactivity and the thermodynamic redox
properties of structural Fe in clay minerals.

Introduction

The Fe2+/Fe3+ redox couple plays an important role in the biogeochemical
cycling of elements, and is of direct relevance for the remediation of
environmental systems contaminated with organic and inorganic pollutants
(1–4). Clay-mineral-bound Fe is of particular importance in environmental

© 2011 American Chemical Society
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electron transfer reactions because Fe-containing clay minerals are ubiquitous in
subsurface environments and structural Fe in clay minerals is not subject to the
same dissolution and re-precipitation processes as Fe in (oxyhydr)oxides (5–7).
Structural Fe in clay minerals therefore can act as renewable source of redox
equivalents in soils and sediments for the natural or enhanced attenuation of
pollutants at contaminated sites (Figure 1, (2, 8)). Structural Fe3+ in clay minerals
can be reduced to Fe2+ by microorganisms and surface-bound Fe2+ (9–11), which
is a viable reductant for many organic pollutants (e.g., chlorinated solvents,
nitroaromatic explosives; (12–14)) and metals (e.g., U, Tc, Cr; (15–17)). The
reduction of organic compounds leads to transient products, which often are more
susceptible to complete microbial degradation via oxidative pathways. Reduction
of metals from radioactive waste repositories or re-processing sites by Fe2+ often
results in the formation of sparingly soluble, and hence, less mobile metal species.

Figure 1. Schematic representation of redox cycling of structural Fe in clay
minerals. The colored hexagons symbolize the octahedral binding environment
of Fe3+ (red) and Fe2+ (blue) in the clay mineral structure. Structural Fe3+ can
be reduced by electron donors such as dithionite, hydrazine, or microbes. The
resulting structural Fe2+, in turn, reduces oxidized organic contaminants (e.g.,
carbon tetrachloride or nitroaromatic compounds) or metals (e.g., Tc7+).

Reduction of structural Fe3+ to Fe2+ increases the net negative charge in
the clay mineral structure (6), which alters important mineral properties such as
its cation exchange capacity (18, 19) and its swelling pressure (18, 20). These
oxidation-state induced changes are highly relevant for the bioavailability of soil
nutrient such as K+, Ca2+, Cu2+, Zn2+, and NH4+ (21) as well as for maintaining
the integrity and stability of radioactive waste repositories that rely on clay
mineral-based backfill material for radionuclide retention (22). A comprehensive
understanding of Fe reduction and oxidation processes and their effects on clay
mineral properties is therefore essential for assessing clay mineral mediated
natural and engineered processes.

The characterization of the redox properties of structural Fe in clay minerals
has proven to be challenging. Some of the most fundamental properties are
only poorly understood, including the fraction of total structural Fe available for
reduction/oxidation and estimates of structural Fe3+/Fe2+-reduction potentials.
The redox properties of structural Fe are affected by its bonding environment
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in the clay mineral’s lattice, which itself depends on the layer composition (23),
the ordering of structural cations (24, 25), the total Fe content (26), and the Fe
oxidation state (27, 28). While these structural parameters are well studied for
natural clay samples, the redox reactions of structural Fe remain poorly understood
on the molecular level. As a consequence, numerous macroscopic observations
lack mechanistic explanations. For example, it is unclear why Fe-containing clay
minerals of similar composition cannot be reduced to comparable extents (21,
29, 30) or why the extent of structural Fe reduction differs between chemical and
microbial reduction (10, 31–33). Advances towards a more holistic understanding
of electron transfer processes involving structural Fe in clay minerals requires
linking Fe2+ and Fe3+ structural arrangements to Fe3+/Fe2+-reduction potentials
and apparent reactivity of clay mineral particles.

The objective of this chapter is to review the current state of knowledge on the
effects of structural Fe reduction and oxidation on the claymineral redox properties
and structure, and on the reactivity of structural Fe in electron transfer reactions.
We first summarize the most commonly used analytical approaches for elucidating
the binding environment of structural Fe in clay minerals. The second part focuses
on the effects of Fe redox changes on the Fe-binding environment. In the third
section, spectroscopic observations are linked to the apparent reactivities and the
thermodynamic redox properties of structural Fe in clay minerals.

The discussion primarily focuses on smectites because these planar 2:1 clay
minerals have been most intensely investigated. In these clay minerals, structural
Fe is located in the octahedral and/or the tetrahedral sheets. Most experimental
data is available on electron transfer to and from octahedrally coordinated Fe. We
will therefore elaborate on the effect of octahedral sheet properties including the
di- versus trioctahedral site occupancy, cis/trans vacancies in dioctahedral clay
minerals, as well as the distribution of Fe and its neighboring cations Al, Mg, and
Fe on electron transfer reactions to and from structural Fe (34–36). A schematic
representation of the clay mineral properties addressed in this chapter is depicted
in Figure 2.

Spectroscopic Approaches Used To Elucidate the Structural
Environment of Fe in Clay Minerals

Several spectroscopic techniques facilitate the study of clay mineral structures
and, specifically, the binding environments of structural Fe in clay minerals. The
most widely used techniques are 57Fe Mössbauer, X-ray absorption, infrared, and
visible spectroscopy. Spectroscopic analyses are generally complemented with the
quantification of the total structural Fe content as well as Fe2+/Fe3+ or Fe2+/total
Fe ratios after acid digestion of clay minerals. Notice that erroneous digestion
procedures may have led to inaccurate estimates for redox active Fe2+/Fe3+-species
and total Fe (39).
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Figure 2. Schematic representations of theoretical octahedral sheet compositions
of, smectites showing a) trioctahedral and b, c) dioctahedral occupancies of
the octahedral sheet with cations. Dioctahedral clay minerals (b, c) can be
categorized as cis- and trans-vacant, depending on whether the octahedral
OH groups are on the same or on opposite sides of the octahedral vacancies,
respectively. Smectites with low Fe content are cis-vacant (b), whereas Fe-rich
smectites are trans-vacant (c). In panel a) local clustering of Fe2+ is indicated,
whereas panel b) depicts a cation distribution following an exclusion rule with
Fe3+ cations neighboring Al3+ but not Mg2+ or Fe3+. For the Fe-rich clay
mineral, c), a largely random cation distribution was chosen (25). Panels d)
and e) depict structural changes in the octahedral sheet after Fe3+reduction for
the model clay minerals given in panels b) and c), respectively. In cis-vacant
dioctahedral smectite of low Fe content only small structural changes are

observed (d; (37)). Fe reduction of Fe-rich, trans-vacant dioctahedral smectite
leads to structural rearrangements through the formation of trioctahedral

Fe2+ groups enclosing domains of vacancies and to the dehydroxylation of the
octahedral sheet (indicated as open circles in panel d, (26, 38)).
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57Fe Mössbauer spectroscopy allows for the determination of the bulk
Fe2+/Fe3+ ratio and can distinguish between octahedrally and tetrahedrally
coordinated Fe atoms (40, 41). Additionally, Mössbauer spectroscopy can be
used on mixed-phase samples, as clay minerals can be distinguished from iron
oxides and other impurities. Spectra collected at low temperatures (77 K to
4 K) of clay minerals with high structural Fe contents provide information on
electronic interactions between neighboring Fe atoms, such as magnetic ordering
(33, 41, 42). For some clay minerals, the population of Fe atoms in cis and
trans configuration can be quantified, although this remains a controversial
topic (43–46). One notable shortcoming is that fitting of clay mineral spectra
can often result in non-unique fits, requiring secondary techniques (47). An
additional drawback of Mössbauer spectroscopy is that the exact identity of the
Fe-neighboring cations cannot be determined at an atomic level (41).

An alternative Fe-sensitive spectroscopic technique is Fe K-edge X-ray
absorption spectroscopy (XAS). These spectra are collected by measuring the
absorbance of 7112 eV X-rays available in synchrotron facilities. Near edge
spectra (XANES, energy range 7090-7210 eV) allow determining the Fe oxidation
state and can distinguish between tetrahedral and octahedral Fe coordination (26,
28). EXAFS spectra are typically interpreted relative to computed spectra for
model structures of clay minerals. The extended X-ray absorption fine structure
(EXAFS, energy range 7000-8300 eV) contains information on the nearest
octahedral and tetrahedral neighbors (25, 26, 28), but the spectra do not typically
yield reliable information on Fe-neighboring cations exceeding the second
coordination sphere due to multiple scattering and the structural heterogeneity of
natural clay minerals (25, 48).

Various forms of IR spectroscopy monitor absorbance of IR light by hydroxyl
(OH) groups bound to octahedral cations in clay minerals. The positions of OH
absorption bands in IR spectra are indicative of octahedral cations attached to
the OH groups as well as to the oxidation state and the structural environment of
octahedral Fe (37, 49–54). Absorption bands of OH bending vibrations (spectral
range 600-950 cm-1) are usually better resolved than absorption bands observed
in the stretching region (3500-3700 cm-1). The near IR region contains bands
resulting from the combination of bending and stretching modes (spectral range
4100-4600 cm-1) as well as the first overtones of the stretching vibrations (spectral
range 6900-7400 cm-1). The combined analysis of the absorption bands in these
four IR regions facilitates a rigorous and accurate characterization of Fe structural
environments (55–57). In contrast to Mössbauer spectroscopy and XAS, IR
spectroscopy cannot detect tetrahedrally bound Fe because it is not directly
bound to hydroxyl groups. Clay minerals with high amounts of tetrahedral Fe
do, however, exhibit a characteristic absorption band for tetrahedral Fe-O entities
(58).

Visible light absorption spectroscopy is limited to studying the intervalence
electron transition between Fe2+ and Fe3+ in adjacent octahedral sites at 720 nm
(59). Thismethod provides information on the oxidation state of octahedral Fe (29)
but yields no insight into the Fe binding environment. Furthermore, this technique
is limited to clay minerals with high structural Fe contents (see further discussion
below).
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Reduction and Oxidation of Structural Fe and Their Effects on
Clay Mineral Properties

Numerous studies investigated the effect of structural Fe oxidation state on
claymineral properties in the context of Fe biogeochemistry in soils and sediments.
For manipulating the structural Fe oxidation state, a variety of reductants and
oxidants have been used that result in different extents of reduction and oxidation,
and differences in redox cycling. Different mechanisms of structural Fe redox
processes have been proposed based on spectroscopic analysis of clay minerals
with manipulated Fe oxidation states.

Reduction of Fe3+

Various reducing agents, including sulfide species (60), tetraphenyl boron
(61, 62), and hydrazine (63, 64) have been used to reduce structural Fe3+ in clay
minerals. The most frequently used reduction methods are chemical reduction by
dithionite (65, 66), and microbial reduction using pure cultures and enrichment
cultures (9, 10, 31).

Chemical Reduction Using Dithionite

The sulfoxylate radical species, SO2•−, resulting from the disproportionation
of dithionite in aqueous solution, has a reduction potential, Eh (SO32−/SO2•−) of
-0.66 V (vs. SHE; pH 7) (66). This potential is so low that >90% of the structural
Fe in smectites can be reduced (29, 30, 50). Dithionite reduction in buffered
citrate-bicarbonate solutions leads to minor, incongruent (i.e., not uniform)
smectite dissolution with <5% of the structural Fe being released into solution (6).
Dithionite reduces Fe3+ in the octahedral sheet whereas the extent of reduction of
tetrahedrally coordinated Fe3+ is still debated (37, 39, 64, 67–69).

Reduction of octahedral Fe3+ in clay minerals results in an initially equimolar
increase in the negative excess charge. This increase is compensated by the
uptake of solution cations and protons, with the latter generally leading to
structural dehydroxylation (28, 70). Spectroscopic analysis of dithionite reduced
clay minerals identified dioctahedral Fe2+ neighboring Al, Mg and Fe2+ (28,
32, 37, 50, 51). The reduction of Fe-rich dioctahedral smectites resulted in the
formation of trioctahedral Fe2+ entities (28, 37, 50, 51), whereas the reduction
of dioctahedral smectites with lower Fe contents did not form trioctahedral Fe2+
groups (37). Trioctahedral Fe2+ domains were found after the reduction of trans-
but not cis-vacant smectites (see Figure 2), presumably due to higher activation
energy for the involved structural rearrangements of cis-vacant smectites (71,
72). The location of the negative excess charge in the octahedral sheet can
additionally limit the formation of trioctahedral Fe2+ domains during reduction of
trans-vacant smectites such as in Mg- and Fe-rich Ölberg montmorillonite (37).
Furthermore, when trioctahedral Fe3+ domains are present in the unaltered state
of Fe-rich smectites, the extent of octahedral Fe reduction is smaller compared to
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entirely dioctahedral smectites (27) because charge compensation via protonation
and dehydroxylation are energetically unfavorable (73).

Monitoring of the Fe2+-O-Fe3+ intervalence electron transfer band in Fe-rich
dioctahedral smectites during reduction by dithionite indicated that Fe3+-O-Fe2+
arrangements are formed below Fe2+/total Fe ratios of 45%. Fe3+-O-Fe2+ groups
are further reduced to Fe2+-O-Fe2+ above this threshold (29, 59). Fe2+-O-Fe3+
groups could not be observed with IR spectroscopy in the structure of partially
reduced Fe-rich smectites (37), whereas their existence was confirmed by
Mössbauer spectroscopy (33). The differences between the two techniques
may reflect their sensitivity to the temperature-dependent extents of electron
delocalization. IR spectra were obtained at room temperature, possibly leading
to delocalized electrons in distinct partly reduced domains, which then appear to
be only Fe2+-containing in the IR spectra. In contrast, Mössbauer spectra were
obtained at low temperatures of 77K and 4K (33), limiting the delocalization of
electrons and thus facilitating the detection of localized Fe2+ adjacent to Fe3+
cations (74).

Microbial Reduction

Several studies showed that certain microorganisms reduce structural Fe
in clay minerals (e.g., (9, 10, 31, 75)). In contrast to reduction by dithionite,
microbial reduction typically does not exceed extents of 45% of total Fe (31),
resulting also in less extensive alterations of the clay mineral structure, such as
dehydroxylation or structural rearrangements to trioctahedral Fe domains (32,
33). It is debated whether electron transfer from microbes and dithionite to Fe3+
proceeds via the same mechanism and whether the resulting structural changes
are comparable. An IR spectroscopic study revealed similar structural changes
for smectite samples reduced to the same extents by microorganisms and by
dithionite (32). In contrast, Mössbauer spectroscopy indicated that the structure
of microbially reduced smectite contained distinctly separate domains of Fe2+
and Fe3+, whereas dithionite-reduced smectites showed mixed-valent Fe entities
(33). This finding led to the hypothesis that microbial Fe reduction proceeds
via the edge surfaces of the smectite, resulting in a moving front of Fe2+ within
the structure with a clear transition to the non-reduced part of the smectite. In
contrast, dithionite is thought to reduce structural Fe in a random manner, which
can only be achieved from the basal surfaces (33, 38).

Oxidation of Fe2+

Oxidation of structural Fe2+ in clay minerals is much less investigated
compared to reduction of Fe3+. Re-oxidation is commonly studied to assess
the reversibility of structural changes induced during a previous reduction step.
Common oxidants are O2 gas or air (6, 29, 32, 33, 37, 50, 51, 76, 77). More
than 90% of the structural Fe2+ can be reoxidized to Fe3+ by this treatment (32,
33, 37, 50, 51, 77). The availability and reactivity of structural Fe2+ has also
been determined by the reduction of organic and metal contaminants. The probe
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contaminants include nitroaromatic compounds (12, 30, 78), chlorinated solvents
(14), heavy metals, such as Cr6+ (15, 79, 80), and radionuclides, such as U6+ (16,
81) or Tc7+ (17). To quantify contaminant transformation kinetics as proxies for
the Fe2+ reactivity, experiments are conducted so that only small amounts of Fe2+
are consumed.

The reversibility of structural alterations of clay minerals and the extent
of Fe2+ re-oxidation have been found to depend primarily on: (i) the total
structural Fe content, (ii) the degree of Fe3+ reduction, and (iii) the octahedral
cation composition and mineralogy of the clay mineral. These observations
applied regardless of whether structural Fe3+ reduction was achieved chemically
or microbially (31). Qualitatively, re-hydroxylation of the mineral structure is
considered complete once IR spectra of re-oxidized smectites resembled those of
the original, unaltered smectite (29, 32, 33, 37, 50, 51, 76). This observation was
made for clay minerals, in which Fe3+ reduction did not exceed approximately
1 mmol Fe2+ per gram clay mineral. In contrast, reduction above this Fe2+
concentration correlated with irreversible structural changes. For some clay
minerals, octahedral cation composition and distribution was shown to impede
reversibility to the initial structure despite smaller extent of Fe reduction than
the above Fe2+ concentration (37, 77). Mössbauer analysis and wet-chemical
quantification of the Fe2+ content, however, indicate that most re-oxidized
samples, even after prolonged exposure to oxygen at elevated temperatures,
contained 5-10% residual Fe2+ in the mineral structure (33, 37, 77, 82, 83). This
observation was made regardless of the total Fe content (33, 37, 77). Similar
findings regarding the reversibility were obtained after microbial Fe3+ reduction
(31).

In analogy to the formation of various Fe2+-entities during reduction, an
oxidation sequence for distinct groups of Fe2+ is observed in Fe-rich smectites.
Fe3+-O-Fe3+ entities are first reduced to Fe2+-O-Fe3+ groups, which are then
further reduced to Fe2+-O-Fe2+ groups. The oxidation occurs in the reverse order,
i.e., Fe2+-O-Fe2+ groups are oxidized first to Fe2+-O-Fe3+ entities, which are
further oxidized to Fe3+-O-Fe3+ groups, as derived from intensity changes of the
intervalence electron transfer bands (29, 59). IR spectra of a variety of reactive
structural Fe2+ entities corroborated these findings (37, 50, 51). In smectites with
low Fe contents, only one type of structural Fe2+ was observed, whereas Fe-rich
smectites exhibited a variety of reactive structural Fe2+ entities. Depending on
the type of Fe-rich smectite, trioctahedral Fe2+ was found to be more readily
oxidized than Fe2+Fe2+ and AlFe2+ groups. In other clay minerals, no trioctahedral
Fe2+ entities were observed at all and Fe2+ in Fe2+Fe2+ and MgFe2+ entities was
oxidized prior to Fe2+ in AlFe2+ groups (37).

Mechanism of Fe Reduction in Clay Minerals

Mechanistic studies have exclusively focused on the reduction of structural
Fe3+ because of the lack of ‘standardized’ reference materials for investigating
Fe2+ oxidation. In the reduction formalism ((84) and references therein), proton
and cation uptake from solution as well as dehydroxylation reactions of structural
hydroxyl groups are explicitly taken into account. These processes counterbalance

368

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

7

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



the increase in negative charge of the clay mineral particle upon Fe3+ reduction.
In empirical models, eq. 1 have been used to correlate the observed increase in
cation .exchange capacity with the increase in structural Fe(II) content (84) while
maintaining the octahedral Fe coordination environment (26, 28).

In eq. 1, n,m, and p are stoichiometric coefficients for the number of electrons,
protons, and cations, respectively, consumed during structural Fe3+ reduction and
the subscripts cm and s indicate that the protons and cations are in the structure of
the clay mineral or in solution. The uptake of cations, C+, from solution results in
an increase of interlayer cation content from w0·C+cm in the unaltered clay mineral
to w·C+cm in the reduced clay mineral. The additional negative charge induced by
the electron transfer to structural Fe3+ (n) has to correspond to the uptake of cations
(p) and protons (m) , as in eq 2.

It is assumed that the ratio of proton to cation uptake is proportional to the
degree of Fe3+ reduction, (n/ntot in eq. 3, (84)):

where ntot is the total amount of structural Fe, n is the amount of Fe2+, and K0 is
an empirical, mineral-dependent fitting parameter of unclear physical meaning
(84) obtained from experimental data. K0 contains information on the extent of
cation migration and dehydroxylation in dioctahedral smectites, which depend
on the total Fe content and the configuration of octahedral OH groups. In Fe-rich,
trans-vacant smectites, the uptake of protons exceeds that of cations at high
degree of reduction, leading to extensive dehydroxylation and octahedral cation
migration. In contrast, reduction of cis-vacant, Fe-poor smectites results in
less extensive dehydroxylation and octahedral cation mobility due to the higher
activation energy of these processes, leading to a predominant uptake of cations
over protons to compensate the induced charge (84). Notice that such general
chemical equations cannot reflect rearrangement of Fe2+ and migration of other
cations in the octahedral sheet which occur during the reduction of Fe-rich
dioctahedral smectites (84).

The proposed chemical equations for Fe3+ reduction can be used to rationalize
changes in the clay mineral X-ray absorption spectra related to alterations of the
structure and the bonding environment of Fe as well as changes in macroscopic
clay mineral properties, such as the changes in cation exchange capacity. To date
there is, unfortunately, no comprehensive conceptual model that allows inferring
macroscopically observable reactivity of Fe and important redox properties of clay
minerals such as reduction potential, electron-donating and accepting capacity
from data on Fe binding and mineralogical parameters.
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Linking Mineralogical Observations to the Apparent Reactivity
and Redox Properties of Fe in Clay Minerals

Visible and IR spectroscopy of smectites exhibiting variable degrees of Fe3+
reduction reveal preferential reduction and re-oxidation of different structural Fe
entities. These observations illustrate the challenge of assessing Fe reactivity
and redox properties of clay minerals based on clay mineralogy and Fe binding.
Many studies imply that not all Fe in the clay mineral structure is chemically
equivalent. Different approaches are currently undertaken to elucidate the kinetics
and thermodynamics of electron transfer to and from structural Fe as a function of
clay mineral and solution properties.

Kinetics of Electron Transfer to and from Structural Fe Revealed by
Reactive Probe Compounds

Investigations of the apparent reactivity of structural Fe in clay minerals
involved the use of reactive probe compounds. With such approaches, the
disappearance kinetics of selected oxidants (usually environmental contaminants)
are evaluated quantitatively to obtain operational measures of the reactivity of
structural Fe2+ entities, which are inferred from spectroscopy or, less rigorously,
from structural Fe2+/total Fe measurements. A generalized kinetic scheme (eqs.
4-6) relies on the quantification of the concentration of dissolved probe compound,
[P], and its reduction rate constant, kJ(n)obs, by various operationally defined
reactive Fe2+ entities Jn. Thus, the apparent pseudo-first order rate constant,
kJ(n)obs (eq. 4), represents a weighted average of n second-order rate constants kj(n)
for the reduction of probe compounds P by each Fe2+ entity (eq. 5 (37)).

where [P] and [Jn] are the concentrations of the probe compound and the Fe2+
entities, respectively. The dynamics of Fe2+ entity formation and rearrangement is
included in this conceptual model by interconversion reactions between different
structural Fe2+ entities during the overall Fe2+ oxidation by the probe compound.
The second and third terms in eq. 6 take into account the empirical decay and
formation of structural Fe2+ entities with pseudo-first order rates kj(n)→j(m) and
kj(m)→j(n), respectively.

The Fe2+ entity-specific rate constants, kj(n), were estimated, for example,
for the reduction of a series of nitroaromatic compounds by solving equations
4-6 numerically on the basis of measured probe compound concentrations and
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structural Fe2+ contents (30). This procedure revealed that in Fe-rich smectites
(>12 wt% Fe) the observable biphasic probe compound reduction kinetics could
be explained by the presence of two distinct and interconvertable Fe2+ entities,
exhibiting rate constants, which differed by three orders of magnitude. The same
biphasic reduction kinetics of probe compoundswas found for chlorinated solvents
(14) and Cr6+ (79). In the case of smectites exhibiting low structural Fe content
(3 wt% Fe), the above kinetic scheme simplifies to a pseudo-first order rate law
of probe compound reduction, indicating the presence of only one type of reactive
Fe2+, which is of low reactivity (12, 30).

The above observations confirm spectroscopic findings that the structural Fe
content is the predominant factor responsible for the formation of various structural
Fe2+ entities with different reactivity. The reactive probe compound approach has
mostly included only a small portion of the available structural Fe (i.e., <10%
(12, 15, 30, 79, 85)) and the number of reactive Fe entities invoked was smaller
than the number of Fe arrangements observed spectroscopically (28, 50, 51, 70,
76, 84). It is unclear to date, to what extent proton transfer and dehydroxylation
reactions contributed to the apparent reactivity of structural Fe. Moreover, the use
of inorganic compounds as reactive probes such as Cr6+ (15, 79, 80), U6+ (16, 81)
and Tc7+ (17) gave rise to the formation of secondary phases of the oxidized metal,
confounding the analysis of the apparent reaction rates.

Thermodynamics of Electron Transfer to and from Structural Fe

The free energy change of an electron transfer reaction, ΔGET, involving
structural Fe and an environmental reductant or oxidant X (e.g., an organic
contaminant, metal, or electron transfer mediator), is given as

where n is the number of electrons transferred, F is the Faraday constant, and
EhFe and EhX are the reduction potentials of a structural Fe3+/Fe2+ couple and
X, respectively. The sign of ΔGET defines the tendency of the electron transfer
reaction to proceed in a certain direction (i.e., reduction or oxidation of structural
Fe). Assuming that EhX is known, ΔGET calculation requires knowledge of EhFe.
The half reaction given in equation 1 can be expressed in terms of EhFe by using
the Nernst equation (86) if one implies that electron transfer to and from structural
Fe is reversible.

where Eh0 Fe is the standard reduction potential of structural Fe. For trans-vacant
dioctahedral smectites, the increase in negative excess charge due to Fe3+
reduction to Fe2+ is compensated by both the uptake of m H+, part of which cause
structural dehydroxylation, and p cations C+ (84, 86). The ratio of m/p increases
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with increasing extent of Fe reduction (84). Assuming extensive reduction (i.e.,
m>>p) and unit activity of structural water, OH-, and cations (84), equation 8
simplifies to

Equations (8) and (9) have been proposed to relate EhFe to the oxidation
state of structural Fe. These equations, however, were derived assuming a
constant Eh0 Fe for all structural Fe in a given clay mineral, reversible electron
transfer, and independent electron transfer to and from each structural Fe atom.
These assumptions are unlikely fulfilled for most clay minerals for numerous
reasons. (i) Structural Fe atoms in clay minerals are expected to be bound in
various, chemically different microenvironments, resulting in a distribution of
EhFe rather than a constant EhFe value. (ii) Fe3+ reduction in trans-vacant smectites
involves dehydroxylation reactions and cation migration in the octahedral sheets
(Figure 2; (26, 28, 84)). It is likely that some of these structural changes are
at least partially irreversible, resulting in irreversible alterations of the binding
environment of structural Fe in a reduction-oxidation cycle. Electron transfer is
then no longer fully reversible and EhFe at a given Fe oxidation state will depend
on the "redox history" and the direction of electron transfer (i.e., reduction or
oxidation). (iii) Changes in the oxidation state of a given structural Fe atom
in clay minerals with high structural iron content may affect EhFe of adjacent
Fe3+/Fe2+ couples. This interdependence was suggested from monitoring the
intervalence electron transfer band in Fe-rich dioctahedral smectites which
showed sequential reduction of Fe3+-O-Fe3+ to Fe3+-O-Fe2+ up to Fe2+/total Fe
ratios of 45%, followed by Fe2+-O-Fe2+ formation upon further reduction (29,
38). Similar to Fe (oxyhydr-)oxides, there may also be electron transfer between
adjacent Fe sites in Fe-rich smectites (11, 87), which would violate the above
assumption of independent electron transfer to and from individual structural Fe
atoms. These considerations suggest that trends in EhFe predicted by equations
(8) and (9) in dependence of the extent of reduction and solution chemistry may
deviate from experimental trends of EhFe, which are yet to be measured.

Advances towards improving our understanding of electron transfer to and
from structural Fe rely on experimental approaches to directly quantify EhFe as a
function of the oxidation state, the redox history, and solution chemistry. Based
on the coordination chemistry of structural Fe in layer silicates, the standard
reduction potential for structural Fe (Eh0 Fe) was estimated to range between Eh0
Fe of 0.71 to 0.74 V (pH 0, SHE, (88, 89)). Experimental validation of these Eh0
Fe is, however, still scarce. Attempts to characterize EhFe by using redox-active
surfactants adsorbed to the clay mineral interlayers were unsuccessful (90).
In principle, traditional batch reactivity assays may be used to estimate EhFe.
However, the electron transfer in these systems is only indirectly monitored via
the kinetics and extent of probe compound transformation. Instead, homogeneous
electrocatalysis, successfully used to characterize the redox properties of natural
organic matter (91), has great promise. In this approach, electron transfer to and
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from particulate environmental phases at desired reduction potentials and solution
pH is directly quantified by chronocoulometry (i.e., integration of reductive and
oxidative currents). Electron transfer between the solid phase and the working
electrode is mediated by mobile, redox-active organic radicals. Current work
is directed towards exploring the possibilities of homogeneous electrocatalysis
to elucidate the electron transfer mechanism to and from structural Fe in clay
minerals.

Conclusion and Outlook

Assessing the role of Fe-containing clay minerals in biogeochemical
processes and pollution dynamics requires a fundamental understanding of
the mineral properties that make structural Fe participate in environmental
electron transfer reactions. While the available spectroscopic approaches for
the description of Fe binding environments are elaborate, methods for the
characterization of the clay particle’s essential redox properties are currently being
developed. Quantifying the Fe3+/Fe2+ reduction potential as well as the electron
donating and accepting capacities, for example by electrochemical methods, will
be key to improve the understanding of the redox chemistry of structural Fe in
clay minerals.

Future work should also include a wider range of clay mineral types and
structures. Most studies to date have addressed Fe-rich, planar 2:1 clay minerals
to illustrate the relevance of Fe-mediated redox processes of clay minerals. In
soils, sediments, and waste repositories, however, a variety of Fe-containing
clay minerals are present or form as a result of weathering processes and their
contribution to the redox cycling of Fe is essentially unknown. Finally, the
proposed characterization of clay mineral redox properties should provide the
basis for delineating the relevance of redox processes catalyzed by Fe in clay
minerals versus that involving Fe (oxyhydr)oxides and other redox active species
in the aquatic environments (see other chapters in this volume).
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Chapter 18

Reactivity of Zerovalent Metals in Aquatic
Media: Effects of Organic Surface Coatings

Paul G. Tratnyek,1,* Alexandra J. Salter-Blanc,1 James T. Nurmi,1
James E. Amonette,2 Juan Liu,2ChongminWang,3Alice Dohnalkova,3

and Donald R. Baer3

1Division of Environmental and Biomolecular Systems, Oregon Health &
Science University, 20000 NWWalker Road, Beaverton, OR 97006

2Fundamental and Computational Sciences Directorate,
3Environmental Molecular Sciences Laboratory, Pacific Northwest

National Laboratory, P.O. Box 999, Richland, WA 99352
*tratnyek@ebs.ogi.edu

Granular, reactive zerovalent metals (ZVMs)—especially
iron (ZVI)—form the basis for model systems that have been
used in fundamental and applied studies of a wide variety
of environmental processes. This has resulted in notable
advances in many areas, including the kinetics and mechanisms
of contaminant reduction reactions, theory of filtration and
transport of colloids in porous media, and modeling of
complex reactive-transport scenarios. Recent emphasis on
nano-sized ZVI has created a new opportunity: to advance the
understanding of how coatings of organic polyelectrolytes—like
natural organic matter (NOM)—influence the reactivity of
environmental surfaces. Depending on many factors, organic
coatings can be activating or passivating with respect to redox
reactions at particle-solution interfaces. In this study, we show
the effects of organic coatings on nZVI vary with a number
of factors including: (i) time (i.e., “aging” is evident not only
in the structure and composition of the nZVI but also in the
interactions between nZVI and NOM) and (ii) the type of
organic matter (i.e., suspensions of nZVI are stabilized by
NOM and the model polyelectrolyte carboxymethylcellulose
(CMC), but NOM stimulates redox reactions involving nZVI
while CMC inhibits them).

© 2011 American Chemical Society
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Introduction

The redox reactivity of zerovalent metals (ZVMs) in aquatic media is
relevant in a diverse array of contexts, ranging from corrosion of ferruginous
metals in all sorts of structures (bridges, ships, nuclear reactors, etc.) to activity
of catalysts for organic synthesis (1–4), bioavailability of nutritional supplements
(5, 6), weathering of chondritic meteorites (7, 8), metal/oxide cycling for solar
hydrogen production (9, 10), lowering carbon emissions from fuel combustion
(11, 12), and the recently proposed role of blood-borne metal nanoclusters as
nucleating sites for a variety of physiological phenomena (13, 14). However, the
context with the most direct relevance to environmental science and engineering
is the use of ZVMs (mainly zerovalent iron, ZVI) for water treatment. This
technology takes several forms, the most important involving filters for removing
metals (where the process is sometimes referred to as “cementation” (15, 16)
or “electrocoagulation” (17)) and reactive treatment zones for remediation of
contaminated groundwater (typically called permeable reactive barriers (18–21)).
There is also a wide range of variations on these technologies where ZVI is
used, including reactive impermeable barriers (22), mechanically-mixed soils and
sediments (23, 24), constructed wetlands (25, 26), reactive caps for sediments
(27, 28), and many combined or sequential remedies (e.g., (29, 30)).

Starting in the early 1990s, interest in ground water remediation applications
of ZVMs grew rapidly, and the technology soon became well established (31).
Simultaneously, a large body of scientific literature developed on many aspects of
remediation with ZVMs (32), and some of these papers have earned exceptionally
high numbers of citations. The quantity—and especially the high citation
impact—of this research suggests significance that extends beyond the practical
applications of ZVMs to remediation of contamination. The main reason for this
is that granular ZVI in aquatic media has become a preferred model system for
investigating aspects of many processes related to contaminant fate and redox
processes in the aquatic environment. Some of these studies have produced
significant advances, and these have fueled further interest in what can be learned
using ZVI model systems.

A prominent example of a fundamental advance from early work done
using ZVI model systems is the determination of how branching between
hydrogenolysis and reductive-elimination pathways of dechlorination determine
the final distribution of products from this important contaminant degradation
process (33–35). The data originally used to demonstrate the dynamics of this
complex set of reactions were obtained with batch model systems containing
ZVI or zerovalent zinc (ZVZ), but the conceptual model is now used widely
in interpreting the outcome of dehalogenation in other systems (36–40).
Another fundamental advance that derived from early work on dechlorination
with ZVMs concerns the relationship between dechlorination rates and the
structure of chlorinated aliphatic parent compounds. Using rate constants from
batch experiments performed with ZVI, the first quantitative structure-activity
relationships (QSARs) were derived for this contaminant degradation pathway
(41), which has lead to numerous efforts to obtain additional or alternative
QSARs for dechlorination (42–47). Other areas where studies using ZVM model
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systems have produced notable advances of fundamental significance include
diagnosing mechanisms of dechlorination from carbon isotope fractionation (36)
and molecular modeling (48), kinetic modeling of complex surface reactions (49),
and reactive transport in heterogeneous media (50).

Since the late 1990s, much of the research on ZVMs has focused on
nano-sized materials (e.g., nZVI). Model systems based on nZVI have lead
to new emphasis on particle-size dependent effects, and significant advances
have been made as a result of this work. The most prominent example of this
is advancement of classical filtration theory to accommodate a wider range of
particle interactions (51–54). Among the particle interaction effects that have
proven to be most important to the colloidal behavior of nZVI are those mediated
by organic surface coatings. In addition to the effects of organic surface coatings
on nZVI aggregation, attachment, and transport (55–60), they influence reactivity.
This chapter provides a perspective on results regarding the effects of organic
matter on reactivity of nZVI and other particulate ZVMs.

Background

Organic coatings can influence the reactivity of surfaces in many ways that
could be significant under environmental, aquatic conditions. With respect to
reactivity of the granular ZVI that traditionally has been used for groundwater
remediation, four types of effects on contaminant degradation have been proposed
(61–63). The first is enhanced solubilization of hydrophobic organic contaminants
by organic polyelectrolytes, making the contaminants more mobile and possibly
more available for reaction with the particle surface. Second, enhanced sorption
might result if the organic polyelectrolyte coats the particle surface first, making
sorption of the contaminant to the modified surface more favorable. Third,
competitive sorption may arise if the organic coating that forms on the particle
surface inhibits reaction with organic contaminants. And, fourth, mediated
electron transfer could be important if the organic polyelectrolyte (either as a
surface coating or as a solute) serves as a catalyst by shuttling electrons between
the ZVM and the organic contaminant. Recently, additional studies have added
further evidence that both inhibition and acceleration of contaminant removal are
possible, depending on various operational factors (64–66).

The four-part conceptual model described above was formulated for
systems where reaction occurs on the surface of ZVM particles that are large
relative to other features of the system. Allowing for nano-sized ZVMs—and
micelles or other relatively large features formed from amphiphilic organic
polyelectrolytes—introduces additional considerations (67, 68). As the ZVM
particles become small relative to the organic polyelectrolyte, their relationship
evolves from molecules of adsorbed organic polyelectrolyte distributed on a ZVM
particle surface, to a thin film of organic polyelectrolyte coating ZVM particles,
an aggregate of nZVI bound together by an organic polyelectrolyte phase, and,
finally, a particle composed primarily of organic polyelectrolyte that is embedded
or encrusted with nZVI. The organic coating conceptual model is prototypical and
illustrated in Fig. 1., although the interpretation of real experimental data (such as
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presented below) usually requires accommodation for non-uniform or incomplete
surface coatings, complex and heterogeneous aggregate compositions, etc.

Figure 1. Organic coating model for the effects of organic polyelectrolytes on the
structure and properties of nano ZVMs that have core-shell structure consisting

of metal and metal oxide.

With respect to nZVI, the organic coatings of primary significance are those
that are deliberately added to impart properties to nZVI that make the material
more suitable for groundwater remediation applications. The main concern here
has been with making nZVI more mobile in porous geological materials by
decreasing its tendency to aggregate with itself and other colloids or to stick
to the mineral grains of the aquifer matrix. This has been achieved by coating
the particles with a variety of organics, including anionic polyelectrolytes like
polyacrylate, polyaspartate, and carboxymethyl cellulose (56, 58, 69–78); other
polysaccharides like guar, xanthan gum, and cyclodextrins (74–77, 79–82); and
synthetic surfactants or water-soluble polymers like the triblock copolymers and
polyvinylpyrrolidone (55, 75, 83–85). Coatings of this type are now part of almost
all formulations of nZVI that are used in field scale remediation applications (69).

Of the alternative materials for coating nZVI, carboxymethyl cellulose
(CMC) probably has been used in the widest range of laboratory and field studies
of nZVI behavior. In addition to being inexpensive, nontoxic, and biodegradable,
CMC is highly effective at controlling the aggregation and sedimentation of
nZVI (58, 76–78, 86–88). Synthesizing nZVI in the presence of CMC can
produce primary particles with Fe0/Fe-oxide core-shell structure that are uniform,
spherical, and <20 nm in size; unaggregated and homogeneously dispersed, and
non-settling over time periods of hours to days. This is similar to the benefits
that have been reported for synthesis of other types of nanoparticles in CMC,
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including various noble metals (Ag, Au, Pd, Pt, etc.) and iron oxides (89, 90).
However, the effects of CMC on reactivity of nZVI are variable and less well
understood. For example, rates of TCE reduction increase when palladized nZVI
is synthesized in CMC (68, 91) but decrease when nZVI is prepared separately
and then dispersed in CMC (67). The former could be due to smaller particle size
(and therefore greater reactive surface area) and the latter is, at least in part, due
to blockage of reactive surface sites by adsorbed polymer. However, there are
many potentially complicating factors, such as differences in the arrangement of
the polymer chains on the particle surface (67).

Another type of organic coating that could be very significant involves
natural organic matter (NOM), which is ubiquitous in environmental waters at
concentrations ranging from tenths of a mg/L in seawater and groundwater to tens
of mg/L in some surface waters (92). The surfactancy of NOM is well known
(93, 94) and the resulting organic coatings can profoundly alter the properties
of mineral surfaces (95, 96). NOM and closely related materials such as green
tea extract are known to affect the colloidal properties (aggregation, etc.) of
nZVI in ways that are similar to the surfactants that are used in formulation of
nZVI for groundwater remediation (59, 97), but the effect of such materials on
reactivity of nZVI is less well characterized. The characteristics of these systems
present some interesting possibilities, such as alteration of product distributions
from contaminant degradation due to the local concentration of H-donors at the
surface. This hydrogen could be present as sorbed atomic or molecular H, as part
of surface hydroxyl groups, or as part of organic structures (alkyl, amide, alcohol,
carboxylate, etc.) sorbed at the surface. Atomic or molecular H, if available
near the surface, could participate directly in contaminant reduction reactions,
potentially resulting in significant changes in the distribution of degradation
products (98).

Another possible effect on nZVI reactivity by adsorbed surfactants involves
the availability of specific surface sites to solvent and solute molecules.
Organic molecules containing amino (99), phenol (100), and carboxyl (101,
102) functional groups can form surface complexes, thereby blocking other
adsorbates from accessing these sites. If the adsorbed moieties are redox active
(as are the hydroquinone moieties associated with NOM), they may function as
electron shuttles that acquire electrons from strong reductants (e.g., iron-reducing
bacteria), and then release electrons to FeIII oxides upon sorption (103). A
complex organic molecule, such as natural organic matter, that contains quinone
as well as other functional groups, thus, could remain sorbed to an oxide surface
and potentially serve as an electron-transfer mediator with the bulk solution (Fig.
1). These interactions of organic molecules with oxide surfaces have long been
recognized, but their influence on the reactivity of environmental nanoparticles
has become a focus of research only recently (64, 104–111).

Looking beyond the recent but limited progress on understanding the
primary interactions between nZVI and its organic coatings, essentially no work
has been done on the higher order questions of how the coatings age, how
they are affected by nZVI aging, and how the fate and effects of the coating
vary with environmental conditions such as the concentrations of potential
competitive adsorbants. Even for nZVI without deliberate organic coatings,
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the fundamental processes controlling the effects of organic coatings on nZVI
reactivity are relevant because organic matter is ubiquitous in the environment
and commonly found adsorbed to surfaces of all types. Finally, we note that
this issue has special relevance for possible application of nZVI to remediation
at field sites—such as those in the U.S. Department of Energy complex—that
contain high concentrations of surfactants, complexing agents, and other organic
co-contaminants.

Methods

Reagents

The nZVI used in this study was RNIP-10DP (Toda America Inc.,
Schaumburg, IL, Lot 160804), which was shipped and stored as a powder under
dry, anoxic conditions. Properties of this material—which we have designated
FeH2(D), for nZVI prepared by H2 reduction and stored dry—are described in
previous work (112–114). Note that the manufacturer’s name for this material is
RNIP-10DP, but it was erroneously designated as RNIP-10DS (a similar product
shipped in the form of an aqueous slurry) in two early papers (112, 113).

NOM was provided by Baohua Gu (Oak Ridge National Laboratory, Oak
Ridge, TN), who obtained the raw material (NOM-GT) by reverse osmosis
of brown water from a wetland pond in Georgetown, SC (101). The carbon
content of NOM-GT is 48.3% (115), and it has been further characterized by
a variety of other methods (116–119). Carboxymethyl cellulose (CMC) with
molecular weight ~90,000 g/mol was obtained from Aldrich. All solutions were
prepared in deoxygenated deionized water (DO/DI) and/or were deoxygenated
following preparation (dexoxygenation was performed by sparging with nitrogen
or argon gas). Carbonate buffer was prepared by dissolving reagent-grade sodium
bicarbonate in DO/DI water. Saturated stock solutions of carbon tetrachloride
(CT) were prepared in DI water.

Reactivity of nZVI in Solution

Changes in the properties of nZVI while in solution were determined using
FeH2(D) at a solid/solution ratio of 0.83 mg mL-1 in serum vials (30 or 60 mL) with
minimal headspace. Experiments were run for up to 63 d, under a N2 atmosphere
at 22°C, in DO/DI water containing 0, 20, or 200 μg ml-1 NOM-GT.

Zeta-potential measurements were performed by taking 1-mL aliquots from
60-mL suspensions, diluting the sample with 2 mL of 5 mM KCl, sonicating for
5 minutes to disperse the particles, and analyzing immediately with a ZetaPALS
zeta potential analyzer (Brookhaven Instruments Corp., Holtsville, NY). Three
successive measurements were made within a total time of about 90-150 s. High
resolution transmission electron microscopy (TEM) was carried out using a JOEL
JEM 2010 microscope with a specified point-to-point resolution of 0.194 nm.
The operating voltage was 200 kV. Sample handling for TEM was performed as
described previously (113, 120, 121).
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Micro-X-ray diffraction (μXRD) analysis was performed on samples from
the 30-mL serum vials, which were preserved by immediately flash drying using
the method (FDv2) described by Nurmi et al. (114). Specimens for micro-X-ray
diffraction (μXRD) were prepared under N2 by mixing a few mg of the dried solid
with a couple drops of tricaprylylmethylammonium chloride (to prevent oxidation
during the analysis). A small drop of this mixture was transferred to an Al stub
and then analyzed immediately using a Rigaku MicroMax-007 HF microfocus
generator (Rigaku Americas, TheWoodlands, TX), operating with CrKα radiation
and a curved-image plate detector.

Electrochemical characterization included linear sweep voltammograms
(LSVs) obtained in two-electrode cells, containing a powder disk electrode (PDE)
made with FeH2(D) and a Ag/AgCl reference electrode. Details of the design and
electrochemical properties of the PDE used in this study have been published
previously (122–124). All potentials are reported relative to the Ag/AgCl
reference.

Reactivity of Contaminants with nZVI

Reactivity of nZVI with contaminants was determined using carbon
tetrachloride (CT) as a model chlorinated aliphatic compound. Batch experiments
were performed in 160-mL serum vials sealed with Hycar® septa (Thermo
Scientific) and aluminum crimp caps. Reactors were prepared in an anoxic
chamber, and filled with 100 mg FeH2(D) and sufficient solution to allow for only
minimal headspace. Following preparation, reactors were sonicated until the
nZVI visually dispersed (solution appeared black), which took approximately
2-5 minutes. Reactors were then allowed to equilibrate for ~48 hr while rotating
end-over-end at ~9 RPM. Following the “preexposure” period, reactors where
spiked with 100 μL of a saturated CT stock solution for a nominal concentration
of ~4 μM. Aliquots (1 mL) were removed from the reactor vial—while
replacing the solution volume with a second needle through the septum to
minimize the formation of headspace—for analysis by gas chromatography.
Gas chromatography was performed with a DB-624 column (J&W/Agilent) and
electron capture detection.

Results and Discussion

Structure and Composition of nZVI

The structure and composition of nZVI—and its evolution with time upon
exposure to water—is similar to that of any surface of a metal passivated with
a metal oxide, but with potentially important differences that may be regarded
as nano-size effects. As a dry powder, nZVI typically consists of an α-Fe0 core
that is passivated by a 2-3 nm thick iron oxide shell (113, 125, 126). In this
state, oxidation of the Fe0 can proceed only by adsorption, solid-state diffusion,
and reduction of (atmospheric) oxygen to form iron oxide (a process whose
rate decreases exponentially with the thickness of the oxide film). In an inert
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atmosphere (absent oxygen and moisture), the core-shell structure of dry nZVI
is stable for months (114, 125).

Upon immersion of nZVI into water, breakdown of the passive film occurs,
presumably by approximately the same mechanism as iron depassivation in
general (127). Protons adsorb at the surface and diffuse into the oxide layer,
thereby weakening Fe-O bonds and progressively changing the structure
and composition of the passive layer from an Fe(III)-oxide to a mixed
Fe(II)-Fe(III) hydroxide. Enhanced diffusion of both positive (H+, Fe2+ cations)
and negative (electrons) charges through the hydroxide layer—together with
diffusion and removal of neutral reduction products such as H0 by the aqueous
solution—presumably account for the faster rate of core Fe0 oxidation than occurs
with nZVI in the dry state. As the thickness of the new hydroxide layer increases,
however, the rate of core Fe0 oxidation decreases relative to the peak oxidation
rate reached shortly after immersion. For nZVI, it appears that a new steady-state
condition—where corrosion is limited primarily by the rate of proton diffusion
through the layer—is reached within a few hours ((114, 123) and electrochemical
results presented below).

With time, the Fe(II)-Fe(III) hydroxide shell—which has variable and usually
indeterminant composition sometimes characterized by the metastable phase
green rust (128–130)—transforms to magnetite (Fe3O4) or a similar spinel type
structure (131, 132). Because these phases are highly conductive, and dissolution
of aqueous Fe(II) species is favorable, a stable and strongly passivating oxide
layer analogous to the dry state may never form. Instead, corrosion is sustained
by electrons conducted through the oxide layer to reduce H2O and O2 in cathodic
regions of the surface, while Fe(II) forms and may dissolve at anodic regions that
typically are located at pits or other defects in the oxide layer. It is unclear at
this time if there are true nano-size effects that alter the mechanism of aqueous
corrosion of nZVI relative to flatter iron surfaces.

The processes summarized above cause the transformations of nZVI in DO/DI
water that we have described as “aging” in previous work (120, 123). Some of the
data from (120) are also used here in Figs. 2-3 to provide a basis for interpreting the
effect of NOM on nZVI aging. The TEMs in Fig. 2 show that the nZVI particles
have relatively smooth surfaces and a thin shell of oxide before contact with water
(Fig. 2, 0 d). Over the first week of exposure to DO/DI water, Fe(II) dissolves,
and subsequently precipitates during preparation for TEM as the euhedral sheets
of green rust that are seen in the 3 day sample in Fig. 2. During the same period,
some surface roughening is evident (Fig. 2, 3 d), and the Fe0 content of the solid
(χFe(0), determined from XRD as described previously (123)) decreases by about
one fourth (Fig. 3).

With further aging, the quantity of green-rust and roughness of the surface
seem to stabilize (Fig. 2, 11 d and 44 d). The Fe0 content continues to decrease
after the first week, but at a rate of less than a mole % per week (Fig. 3). Analysis
of dissolved Fe(II) levels, even during the first few days of aging, indicates only
very small amounts (<< 1% of the total) in solution at any time (data not shown).

In the presence of 20 mg/L NOM-GT, some changes in the aging of nZVI are
evident by TEM (Fig 2). The granularity of the oxide shell seems to increase more
than it does in DO/DI water, and there is no indication of green rust precipitation
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(Fig. 2, right column). Rather, a secondary polymer or thin film is seen coating
the particles, especially after one week of contact (Fig. 2, 11 d and 44 d). The Fe0
content in crystalline phases decreases more slowly than in the absence of NOM,
although after 15 d it approaches that observed in the absence of NOM (Fig. 3).
When the concentration of NOM is increased to 200 mg/L, the Fe0 content in the
crystalline phases decreases even more slowly, only about 7 mole % over one
month (Fig. 3).

Figure 2. TEM images of the original dry FeH2(D) and of this material after
suspension in either DO/DI water (left) or 20 mg/L NOM-GT in DO/DI water

(right) for periods of 3, 11, and 44 days.
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Figure 3. Changes in the Fe0 content (χFe(0) in mole percent) of FeH2(D) after
immersion in DO/DI water, or solutions containing 20 or 200 mg/L NOM in

DO/DI water.

The long-term effect of NOM suggested by the XRD data in Fig. 3 seems
to be inhibition of reaction between the nZVI and H2O by coating the surface
with relatively unreactive organic matter. This interpretation, however, rests on
an assumption that all the Fe in the NOM system is reflected in the XRD data.
Although noncrystalline phases were not evident in the XRD data, complexation
of Fe(II) with NOM is expected and is suggested by the films associated with the
nZVI particles that were seen in the TEM data in Fig. 2. Additional evidence
for Fe-NOM complexation was presented by Baer et al. (133) in the form of X-
ray photoelectron (XPS) spectra showing that 20 mg/L NOM resulted in large
increases in surface carbon and corresponding decreases in surface iron (atomic
%). Allowing for this evidence that XRD data likely do not represent all of the
Fe in this system, it is possible that the main effect of NOM in these experiments
was simply to inhibit the formation of green rust and magnetite from the Fe(II)
released by reaction with H2O.

Surface Properties of nZVI

Surface-specific properties, such as zeta potential, should be highly sensitive
to the formation of coatings of organic matter on nanoparticles and, therefore, may
be essential to evaluating their environmental transport and fate (53, 134). Zeta
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potential measurements of nZVI are challenging to make and interpret, however,
because of the material’s strong tendency to aggregate due to magnetic and other
attractive forces (51, 56, 107, 113). Nevertheless, several recent studies have used
changes in zeta potential measurements to interpret effects of organic coatings on
properties of nZVI (60, 107).

We measured zeta potential of FeH2(D) in DO/DI water, with 0 or 20 mg/L
NOM and up to ~1 month of contact time, to test for coupled effects of NOM and
aging on nZVI (Fig. 4). In the absence of NOM, the initial zeta potential of FeH2(D)
is positive, as expected for a synthetic ferric oxide surface equilibrated at neutral
pH (135, 136). However, the zeta potential decreased exponentially with time,
with reversal of the surface charge occurring after ~35 d of aging. We attribute
this change to gradual formation of a nearly complete magnetite surface layer,
which lowers the isoelectric point below pH 7 (135, 136), and to an increase in
solution pH to well above 7, resulting in the deprotonation of most of the surface
sites. Other neutral-pH measurements of zeta potential on nZVI have typically
yielded negative values, but these have either been on samples of nZVI that have
been in contact with water for several months before measurement (51, 58, 107)
or on specimens prepared by reduction with borohydride (60, 106).

Figure 4. Changes in the zeta potential of FeH2(D) nanoparticles after immersion
in DO/DI water, or solutions containing 20 mg/L NOM in DO/DI water. Error

bars represent standard deviation (n = 3).
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In the presence of 20 mg/L NOM, initial measurements of zeta potential were
about 50 mV more negative than we obtained for pure DO/DI water, and there
was no significant change in the zeta potential with aging time (Fig. 4). One
possible explanation for these results is that the zeta potential measurements in the
presence of NOM are dominated by the polyelectrolytic properties of the NOM
(rather than FeH2(D) surfaces). Although complexation between dissolved Fe(II)
and NOM eventually produces a polymeric phase that appears distinct—as shown
in Fig. 2—the external surfaces of this material likely retained similar charge
characteristics to the original NOM, which could account for the lack of an aging
effect on zeta potential measurements in the presence of NOM. Similar decreases
in zeta potential of nanoparticles after contact with NOM have been reported for
nZVI (60, 106, 107) and other metal oxide (137, 138) nanoparticles after contact
with NOM solutions. In at least one instance, the zeta potential of the nZVI-NOM
particles was even more negative than that of the original NOM (106).

Fitting the trends in zeta potential shown in Fig. 4 facilitates extrapolation to
longer aging times, which suggests that the zeta potential of both systems might
converge after a number of years. Complete convergence, however, is unlikely
due to the different acidity properties of the dominant functional groups in the two
systems. In every experiment conducted to date with nZVI particles where zeta
potential has been measured, contact with NOM has resulted in a decrease in zeta
potential, regardless of the age of the nZVI. The main result then, is that the zeta
potential values for FeH2(D) particles in DO/DI water clearly showed an evolution
consistent with that expected for iron surfaces, whereas the values in the presence
of NOM were consistently negative and did not evolve with time.

Electrochemical Reactivity of nZVI

Since we are particularly interested in changes in the redox activity of nZVI in
solutions, a useful way to characterize this is with time resolved electrochemical
measurements. This can be done by packing nZVI into powder disk electrodes
(PDEs), as we have described in two recent publications (122, 124). Using the
same materials and solutions as in other parts of this study, we obtained the open-
circuit chronopotentiograms (CPs) shown in Fig. 5.

The measured parameter in these experiments (Ecorr) is the corrosion potential
of the nZVI that comprises the PDE. Ecorr measured under such conditions is a
mixed potential reflecting the equilibrium potential of the dominant redox couples,
the kinetics of charge transfer between these species and the electrode, and mass
transport of species into the pore space and across the passive film (124). Despite
this complexity, CPs provide a sensitive indicator of changes in redox reactions at
the surface of the material that comprises the PDE (122). For FeH2(D) in DO/DI
water, we have shown previously that Ecorr starts around -0.6 V vs. Ag/AgCl,
decreases steeply to a relative plateau of about -0.75 V at 8 hr, then decreases
steeply again (at the Flade potential, corresponding to passive film breakdown) to
a final plateau around -0.85 V at 16 hr (123). The final value of Ecorr is typical
of nZVI in the active state (113), although it is lower than we have observed with
PDEs made of micron-sized particles of ZVI. The new data presented in Fig. 5
are for FeH2(D) in carbonate buffer, and they show a minimum Ecorr of about -0.7
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Figure 5. Effect of organic polyelectrolytes on the open circuit
chronopotentiograms (CPs) obtained with stationary powder disk electrodes
(PDEs) made with Fe H2(D). All experiments in 200 mg/L carbonate at pH ~7.4.

Symbols mark every 300th data point.

V vs. Ag/AgCl (at around 20 hr). This anodic shift in the minimum Ecorr suggests
a degree of passivation of the nZVI, possibly due to precipitation of carbonate
phases, which we have observed previously with micro ZVI (122).

Adding NOM to carbonate buffer shifts the CP to more negative Ecorr’s and
also makes the Flade potential appear earlier. This suggests that NOM favors
depassivation of the nZVI, consistent with previous results obtained with micro
ZVI (122). If this is because complexation of Fe(II) with NOM inhibits formation
of passivating surface layers, it would be consistent with the discussion of the
TEM data presented above. Other mechanisms are possible, however, such as
localized acidity from functional groups associated with the adsorbed NOM.
Under circumstances where NOM adsorbs before the nZVI makes contact with an
inert electrode (e.g., such as in oxidation-reduction potential, ORP, measurements
made on Pt), this has an insulating effect that results in less negative electrode
potentials (104).

Using CMC as polyelectrolyte has an effect that is similar to that of NOM
on ORP (104), but opposite the effect reported here for Ecorr. The CPs in Fig
5 for two concentrations of CMC in carbonate buffer start at relatively positive
Ecorr’s and then increase quickly to a plateau at around -0.2 V vs. Ag/AgCl. These
results suggest passivation of FeH2(D), most likely due to a combination of factors:
(i) formation of organic film on the nZVI surface that is less permeable and/or
electrically conductive thanwith NOMand (ii) lack of redox active or strongly acid
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functional groups in CMC to facilitate interfacial reactions. These considerations
might suggest greater overall stability of nZVI in solutions of polyelectrolytes
such as CMC. However, the effect of CMC on the overall activity of nZVI due
to corrosion reactions, as reflected by changing χFe(0) (Fig. 3) or Ecorr, (Fig. 5)
is not necessarily the same as CMC’s effect on reduction of specific solutes (esp.
contaminants). The latter is addressed by the results presented next.

Reactivity of nZVI with Contaminants

The effect of polyelectrolytes on the kinetics of contaminant degradation by
nZVI was investigated using carbon tetrachloride (CT) so that the results could
be compared using the large body of kinetic data for CT versus ZVI that we and
others have reported in past work (113, 123, 139–141). Figure 6 summarizes rate
constants for reaction of CT with several types nZVI, with emphasis on FeH2(D)
aged for various time periods in DO/DI water and solutions of NOM, bicarbonate,
and NOM with bicarbonate. The data are displayed in a plot of log kSA (surface
area normalized rate constant) vs. log kM (mass normalized rate constant), where
kSA is calculated from kM assuming one value of specific surface area (as) for
each material (represented by the diagonal lines). This format provides a flexible
framework for comparing the effects of multiple experimental variables (142) and
has proven particularly useful for diagnosing interaction effects between variables,
such as ZVM type vs. contaminant type (112) or background solution chemistry
(139). In this case (Fig. 6), we use the graph to put the effects of organic coatings in
the context of other factors (ZVI type, but not other ZVMs or bimetallics; various
aging times, but all prepared in DO/DI water; and CT as the probe compound, not
other contaminants).

A compilation of literature data on CT disappearance in batch experiments
with nZVI is shown in Fig. 6 with unfilled circles enclosed with a gray oval. This
dataset does not include the rate constants for construction grade or high-purity
micron-sized ZVI that we showed in previous versions of this figure (139, 143),
but it includes additional kinetic data on the effect of aging FeH2 in water for up
to ~7 months (123). Therefore, the shaded region in Fig. 6 defines the range of
kinetic data that is typical for CT degradation by simple model systems involving
unmodified nZVI in DO/DI water without added organic polyelectrolytes.
Superimposed onto this are new data (represented with filled symbols) for CT
degradation by FeH2(D) aged for two days in DO/DI water or solutions of DO/DI
water containing carbonate, NOM or CMC, and combinations of carbonate and
NOM or CMC.

The new data in Fig. 6 show that the rate of CT degradation by FeH2(D) is
decreased by the addition of carbonate, NOM, and CMC. The inhibitory effect
of carbonate (alone) has been seen with other contaminants (144, 145) when
enough contact time is allowed for precipitation of carbonates to coat the iron
surfaces. The inhibitory effect of CMC (without carbonate) and of NOM (with
or without carbonate) on CT degradation is up to two orders of magnitude in the
rate constants, which is considerably larger than the inhibitory effects of organic
coating reported previously for CT and trichloroethylene (TCE) with NOM (61,
107, 146, 147), TCE with organic polymers (109), or arsenic and chromate with
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NOM (106, 110). A likely explanation of this relatively large inhibitory effect is
the two-day preexposure period used in this study, which may have allowed time
for greater adsorption of organic matter to the ZVI surfaces and perturbation of
dissolution/precipitation processes such as the formation of secondary iron oxide
phases (as suggested by the TEM data in Fig. 2). The data for 20 mg/L NOM
suggest a large synergistic effect of carbonate, which would not be surprising
given the complexities we have noted previously for both effects (61, 122, 144),
but carbonate does not affect the results at 200 mg/L NOM, so it is unclear if this
interaction effect is significant.

Figure 6. Disappearance of carbon tetrachloride (CT) in the presence of various
types of nZVI aged in DO/DI water solutions of NOM, sodium bicarbonate, or
NOM with sodium bicarbonate. Data for FeH2(W) and FeH2(D) (123) and other
nZVI materials (141) in DO/DI water are enclosed in the gray oval, which
represents the rage of rate constants typical for nZVI aged in DO/DI water up
to ~7 months. New data for FeH2(D) aged in solution for ~48 hr are shown with

labels specifying each condition.

Conclusions

Just as zerovalent iron has been the model system used in recent studies that
have made fundamental advances in a number of areas of aquatic redox chemistry,
studies with nano-sized zerovalent iron are playing a large role in advancing
our understanding of the environmental fate and effects of nanoparticles. An
emerging example of these trends concerns the role of organic surface coatings
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in influencing the reactivity of environmental particles, which has increasingly
become the focus of recent studies on zerovalent metals in aquatic media. The
problem has many facets, reflecting the variety of organic amphiphiles and their
properties, the dynamic nature of the oxide film on reactive metals in solution, and
the numerous potential interaction effects between the constituents of the system.
As a consequence, experimental results have shown effects of organic coatings
on reactivity of zerovalent metals that range from negligible to large, depending
on a host of factors that can usually be rationalized but often were not anticipated.
Despite this complexity, it appears that the main effect of most organic coatings
is partial passivation of particle surfaces by forming a semi-permeable barrier to
reactants from solution. This is the only effect of surfactants that lack acidic or
reactive functional groups, but NOM contains both types of moieties and therefore
can stimulate surface reaction through specific interactions at the metal-oxide
interface. The potential remains to engineer organic coatings to modify the
surface properties of zerovalent metals for a wide range of applications, which
will continue to motivate additional work in this area.
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Chapter 19

Current Perspectives on the Mechanisms of
Chlorohydrocarbon Degradation in Subsurface
Environments: Insight from Kinetics, Product
Formation, Probe Molecules, and Isotope

Fractionation

Martin Elsner1,* and Thomas B. Hofstetter2

1Helmholtz ZentrumMünchen, German Research Center for Environmental
Health (GmbH), Ingolstaedter Landstr. 1 85764 Neuherberg, Germany
2Swiss Federal Institute of Aquatic Science and Technology (Eawag),

Überlandstr. 133, 8600 Dübendorf, Switzerland
*martin.elsner@helmholtz-muenchen.de

Degradation of chlorinated organic contaminants by natural
and engineered reductive dechlorination reactions can occur
via numerous biotic and abiotic transformation pathways
giving rise to either benign or more toxic products. To assess
whether dechlorination processes may lead to significant
detoxification (a) the thermodynamic feasibility of a reaction,
(b) rates of transformation, and (c) product formation
routes need to be understood. To this end, fundamental
knowledge of chlorohydrocarbon (CHC) reaction mechanisms
is essential. We review insight from reaction thermodynamics,
structure-reactivity relationships, and applications of radical
and carbene traps, as well as of synthetic probe molecules.
We summarize the state-of-knowledge about intermediates
and reductive dechlorination pathways of vicinal and geminal
haloalkanes, as well as of chlorinated ethenes. Transformation
conditions are identified under which problematic products
may be avoided. In an outlook, we discuss the potential of
stable carbon and chlorine isotope fractionation to identify
initial transformation mechanisms, competing transformation
pathways, and common branching points.

© 2011 American Chemical Society
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Chlorohydrocarbon Contamination of Soils and Groundwater

Chlorinated hydrocarbons (CHC) are the most relevant point-source
groundwater contaminants besides mineral oils, hydrocarbon fuels, and
propellants (1, 2). Millions of tons of chlorinated ethenes and alkanes are
produced worldwide per year as degreasing and dry cleaning agents or as
intermediates of chemical synthesis (3). These compounds enter the environment
through leakage in storage tanks, improper disposal, and accidents. Despite
increasingly efficient control of industrial CHC use (4), we are faced with a legacy
of more than ten thousand contaminated sites in Europe alone (1, 2).

Among the many cases of soil and groundwater contamination with CHCs,
a large share is caused by a legacy of compounds from industrial applications
including chlorinated methanes and ethanes such as tetrachloromethane (CCl4),
1,1,1-trichloroethane (1,1,1-TCA), 1,2-dichloroethane (1,2-DCA), chlorinated
ethenes such as tetrachloroethene (perchloroethylene, PCE) and trichloroethene
(TCE), as well as their degradation products cis-dichloroethene (cis-DCE) and
vinyl chloride (VC). These compounds exhibit a series of properties that have
made them some of the most widespread anthropogenic contaminants and thus
threats to human health. The above mentioned CHC are quite persistent in oxic
environments, soluble in water in millimolar concentrations, and show only a
moderate affinity for interactions with organic material and mineral surfaces (5).
As a consequence, CHC are quite mobile in the aquatic subsurface and therefore
pose a serious risk of drinking water contamination.

The large amounts of spilled CHC usually form non-aqueous phase liquids in
the subsurface, from which the contaminants are released over years to decades.
Accessing and removing these contaminant sources is often difficult, always
expensive, and thus not a feasible solution to avoid water contamination for
the vast majority of sites. Neither has the off-site treatment of pumped water
proven to be an efficient alternative. Transformation of CHCs to nontoxic, less
or non-chlorinated products therefore represents the only meaningful mitigation
option.

Assessing the degradation of CHCs in the environment as well as in
engineered systems proposed for water treatment is a major challenge. Over the
last two decades, researchers have shown that microbial and abiotic transformation
of CHC is, in principle, possible. Direct degradation of contaminants in the
subsurface can be facilitated by stimulation or inoculation of microbial activity
(biostimulation / bioaugmentation), or by in situ treatment with abiotic reagents
such as zero-valent iron. Nevertheless, many aspects of the underlying reaction
mechanisms remain imperfectly understood giving rise to significant uncertainties
within the CHC degradation assessment. It is unclear to date how molecular-level
interactions between CHC and reactive moieties of enzymes or catalytic metals
determine the route of transformation. Consequently, predictions regarding the
probability of toxic product formation can hardly be made and processes cannot
be manipulated systematically to generate benign compounds. Moreover, as
CHC transformation can occur along different, sometimes competing pathways,
reliable concepts, and tools are required that allow one to infer the predominant
degradation reaction.
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In this review, we provide an account of the current state of research
undertaken to elucidate the mechanisms of CHC degradation with a focus on
reduction of polychlorinated methanes, ethanes, and ethenes. In this context,
we do not cover aspects of microbiology (6) or field studies, but emphasize
studies of the underlying chemical mechanisms in well-defined laboratory model
systems. We discuss how advances in the fundamental understanding of these
reactions can contribute to an improved assessment of dechlorination processes
in the contaminated subsurface. To this end, we briefly introduce the general
pathways by which bonds in CHC are broken. We then focus on the kinetic and
product studies that have lead to mechanistic insights of CHC transformation, as
well as on evidence from studies with model reactants. Finally, we elucidate the
potential of using stable isotope fractionation for future mechanistic studies and
identification of transformation pathways.

A Brief Survey of Reactions Applicable to Polychlorinated
Methanes, Ethanes, and Ethenes and of the Thermodynamics

of Reductive Dechlorination

Types of Transformation Reactions

Owing to their highly oxidized carbon skeleton, initial reaction steps
during the degradation of polychlorinated methanes, ethanes, and ethenes in
the subsurface are mostly reductive. Reductive dechlorination mechanisms,
that is, hydrogenolysis, reductive α- or β-elimination (geminal and vicinal
dihaloelimination, respectively), are distinguished by the number and position
of Cl atoms removed from the reactant (Figure 1a). In principle, reductive
dechlorination can proceed until a contaminant is fully dechlorinated, which
would be equivalent to detoxification. Compounds of the same substance
class react faster if they contain a higher number of Cl atoms at the reactive C
atom and thus rates of reduction often decrease with decreasing number of Cl
atoms. Dechlorination leads to less chlorinated, more electron-rich compounds,
which are often of greater toxicity than their parent compound (e.g., vinyl
chloride being the most toxic chloroethene generated from PCE and TCE, (7)).
Instead of reduction, further transformation via oxidation of one or two carbon
atoms (α-hydroxylation or epoxidation, Figure 1b) becomes a favored route of
degradation for less chlorinated hydrocarbons. For higher chlorinated compounds,
in contrast, oxidative degradation in subsurface environments is disfavored and
observed only during engineered treatment (e.g., with permanganate or Fenton’s
reagent, Figure 1b). Substitution and elimination processes (Figure 1c/d) are only
observed at saturated carbon atoms under conditions typical for environmental
transformations. These reactions typically do not change the oxidation state of
the compounds, except for substitutions by hydride, which lead to a reduction via
hydrogenolysis (Figure 2a). Because these mechanisms are well-known from the
(bio)chemical literature, they are not discussed in this chapter. In the following,
we focus on mechanisms of reductive dechlorination.
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Figure 1. Principal initial steps of reductive, oxidative, and non-reductive
dechlorination mechanisms of chlorohydrocarbons (5, 8). Note that for the sake
of simplicity, most reactions are shown for alkanes. Reductive and oxidative

dechlorinations also apply for chlorinated ethenes.

Reductive Dechlorination of CHCs in Natural and Engineered Systems

Reductive degradation can be facilitated by either biotic or abiotic
transformations (9, 10). Figure 2 groups typical biological and biogeochemical
reductants by their approximate (ranges of) reduction potentials and puts them
in perspective to the thermodynamics of the initial one-electron transfer steps of
CHC reductions. In the biotic case, microorganisms can dechlorinate chlorinated
hydrocarbons either co-metabolically, or by using them as terminal electron
acceptor (dehalorespiration) (6). The latter organisms require H2 as electron
donor, which arises from fermentative transformation of organic material.
Although almost all dehalogenases, the enzymes responsible for reductive
dechlorination, known to date contain cobalamin (Vitamin B12, Figure 2) as
common cofactor (6), microorganisms may perform sequential dechlorination to
a different extent. For example, in most organisms reductive dechlorination of
PCE stalls at the stage of more problematic cis-DCE or VC, whereas complete
dechlorination has been observed with some strains of the genusDehalococcoides
(7). The mechanistic reasons on the enzymatic level are as yet unknown.

Abiotic transformations occur on mineral surfaces, by metal-organic
complexes in solution, or, in engineered approaches, by zero-valent metals
(usually iron, Figure 2). While metals are deliberately introduced into the
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subsurface for in situ remediation, natural reductants arise from the microbial
activity in biogeochemical cycles. These reductants include Fe2+ species at the
surface or within the structure of minerals (surface complexes at iron oxides,
within the structure of sulfide or clay minerals), as well as dissolved Fe2+
complexes and (mercapto-) quinone moieties in natural organic matter.

Assessing chlorohydrocarbon reduction in the environment involves three
general research questions, which all require a fundamental understanding of
the underlying reaction mechanism. As will be outlined in greater detail in the
following sections, these questions include (i) the thermodynamic feasibility of
a reaction, (ii) whether rates of transformation are significant, and (iii) which
products are formed in these processes.

Thermodynamic Considerations

Indeed, overall reductive dechlorination, which involves the transfer of
two electrons to the CHC is often thermodynamically favorable (5). Reductive
dechlorination is, however, kinetically limited by the initial, dissociative electron
transfer to a C–Cl bond, while the reactions of the resulting intermediates are
usually significantly faster (11, 12). Whether reduction of a CHC will take place
or not is therefore frequently evaluated on the basis of one-electron reduction
potentials generating a chloroorganic radical and chloride. Because these numbers
are not accessible experimentally, computational approaches have been necessary
(13). Such computations have continuously improved over years (13–16),
especially for chloroethanes and -methanes, where most recent calculations
include specific conformations of parent compounds and radical intermediates
(e.g., syn versus anti) (17).

As illustrated in Figure 2, dissociative electron transfer is often
thermodynamically feasible and it is frequently the initial step of chlorinated
alkanes reduction by a variety of biotic and abiotic reductants (16). For chlorinated
ethenes, in contrast, such analyses do not seem to favor an initial outer-sphere
electron transfer, but rather imply that one needs to identify the specific interaction
between the CHC and the reductants that make this reaction possible. However,
computations of reduction potentials are very challenging (e.g., (23, 24)) and
might not yet be fully applicable to assess reactions of highly chlorinated ethenes.
Uncertainties pertinent to the measurement and calculation of accurate reduction
potentials apply in a similar manner for the reductants involved in dechlorination
reactions, especially for the various Fe species bound at surfaces or within the
structure of minerals and metals (19, 22, 25, 26). The picture given in Figure 2
is therefore meant to provide a semi-quantitative, rather than an exact, overview
based on current-day knowledge.

As will be discussed in the following section, one-electron reduction
potentials can nevertheless be very useful to understand or even predict
the (relative) rates of reductive dechlorination of various classes of CHCs.
Knowledge of the molecular-level interactions of reductant and CHC can help
one to assess activation energies, and, hence, reaction rates of compounds in a
given transformation.
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Figure 2. Comparison of one-electron reduction potentials for dissociative
electron transfer to chlorinated methanes (red), ethanes (blue, HCA
hexachloroethane; PCA pentachloroethane, TeCA tetrachloroethane,
TCA trichloroethane), and ethenes (green, PCE tetrachloroethene; TCE

trichloroethene; 1,1-/cis/trans-DCE dichloroethenes, VC vinyl chloride) with
measured (ranges of) reduction potentials of a selection of typical reductants

from biotic/abiotic systems (13, 17–22).

Insight from Kinetic Studies and Linear Free Energy
Relationships (LFER): The Rate-Determining Step

Several studies have established quantitative structure-activity relationships
(QSARs) in order to predict CHC transformation rates and to infer reaction
mechanisms from information about the rate-determining step of a reaction (17,
27–30)). As illustrated in Figure 3, the QSAR approach is based on a mechanistic
assumption, for example, a dissociative electron transfer. In linear free energy
relationships (LFERs) thermodynamic (e.g., reduction potentials) or kinetic
descriptors (e.g., rates of CHC reduction in a well-defined reference reaction) are
correlated with measured dechlorination rate constants to learn how the structural
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features of a CHC (e.g., the number and position of Cl atoms) determine its
reactivity and thus whether an assumed mechanism is valid.

Figure 3. Illustration of Linear Free Energy Relationships (LFERs) for the
example of chlorinated methanes. The y-axis represents dechlorination rate
constants k for a transformation of interest, given in logarithmic form as
-RT ln k (R: universal gas constant, T: Temperature in Kelvin). Correlations
are performed with either thermodynamic descriptors (e.g., free energies of
one-electron reduction, lower left panel), or with kinetic descriptors (e.g.,
reaction rates in a reference system, lower right panel). The upper diagram
illustrates the nature of these descriptors, that is the free energy of one-electron
reduction, ΔRG[1-e– reduction] and the activation energy Ea of a given (reference)

reaction.

Transformation rates of chlorinated alkanes have been investigated in a
variety of systems of environmental relevance, most prominently (a) zero-valent
iron (17, 31–33); (b) iron(II) porphyrin (34), iron(II)-phenol complexes (35),
or mercaptojuglone (36) as surrogates for natural organic matter; and (c)
mineral-bound Fe(II) (29, 37) and iron sulfides (38, 39) as representatives of
reducing mineral phases. Consistent trends that are observed in most systems
allow deriving some general qualitative rules (17, 34) about CHC structure and
reactivity.
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• Identity of the carbon-chlorine bond. Due to their lower bond
dissociation energy, C-Br bonds are broken more easily than C-Cl bonds,
while C-F bonds are essentially non-reactive in subsurface environments.

• Degree of chlorination. Higher chlorinated substances are generally
degraded more quickly, as indicated in Figure 3. In dechlorination of
chlorinated ethenes, for example, the typical trend is k(PCE) > k(TCE)
> k(cis-DCE) > k(VC). In the case of chlorinated alkanes in addition the
position of substitution is important. This leads to the following rules.

• Number of α-halogen substituents. Reaction rates are faster if more
electron-withdrawing substituents are present in α-position. For
example, k(1,1,1-trichloroethane) >> k(1,1,2-trichloroethane) (17).
Fluorine substituents are an exception, due to their ability to stabilize
adjacent C-Cl bonds (α-fluorine effect).

• Presence of β-halogen substituents. Reaction rates are further favored
by the presence of β-halogen substituents, due to their virtue of
stabilizing intermediates (40). For example, k(1,1,2-tribromoethane)
> k(1,1-dibromoethane), and k(1,1,1,2-tetrachoroethane) > k(1,1,1-
trichloroethane) (17, 34).

The principal aims of LFER studies have been (i) to develop a quantitative
tool (27) to predict the reaction rate of compound X (e.g., CH2Cl2) in a given
experimental system if the rate of compound Y (e.g., CCl4) is known and (ii) to
gain mechanistic insight from the information on the rate-determining step.

LFER as Quantitative Tool

Of the descriptors tested, the best quantitative correlations have been obtained
with one-electron reduction potentials (17, 30), bond dissociation energies (28,
35), lowest unoccupied molecular orbitals (LUMO) (32, 35) or transformation
rates with single electron transfer reagents such as iron porphyrin and Cr(II) (17,
28, 30). Correlations were generally best when compound subsets were considered
separately (e.g., chlorinated alkanes and ethenes, chloro- and bromoalkanes) (17,
28, 35). This agrees with the finding that overarching relationships for different
compound classes are intrinsically difficult to establish (41, 42).

Mechanistic Insight from LFERs

As indicated in Figure 3, reactivity LFERs reflect activation energies and so
may give insight into the nature of the rate-determining step. In this context the
good correlation of dechlorination rates with one-electron potentials indicates that
in most experimental systems the reductive C-Cl bond cleavage is rate-limiting
(17, 32). The absence of such a relationship, on the other hand, can give strong
evidence for the importance of other processes, as shown by the following
examples.

i. Chlorinated ethene reduction has been observed to give a reverse
reactivity trend with some types of zero-valent iron (k(VC) > k(cis-DCE)
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> k(TCE) > k(PCE)) (43–45). This has provided strong evidence
for rate-limitation by a different chemical process, possibly surface
association via π-complexes (43).

ii. Transformation rates of 1,1,1-TCA with iron-based bimetallic reductants
were found to correlate with the enthalpy of hydrogen absorption into
the respective metals. This was interpreted as evidence that a process
involving absorbed atomic hydrogen rather than electron transfer may be
rate-determining (46).

iii. No discernible correlation between transformation rates and one-electron
reduction potentials is commonly observed if diffusive mass
transfer to reactive surfaces (17, 47), or the availability of reactive
surface-associated Fe(II) (48) is rate-limiting.

Based on expectations from Marcus theory (28), a more subtle interpretation
of LFER has been attempted with the aim to distinguish even different types of
electron transfer such as one- versus two-electron transfer mechanisms. (28, 29,
39). To this end, correlations between experimental systems were established such
as shown in Figure 3, lower right panel. If the slope was unity, this was taken
as evidence that the same mechanism prevailed; otherwise different mechanisms
were assumed. However, Kohn et al. (30) have shown that the co-correlation of
relative dechlorination rate constants from different reductants merely reflects the
sensitivity of activation energies to structural changes of the CHCs, which may or
may not be attributable to the occurrence of a common mechanism. A slope of
unity provides, therefore, neither necessary nor sufficient evidence for a common
mechanism so that great care must be taken in such interpretations.

Mechanistic Insight from Product Studies and Synthesis of
Model Reactants

Survey of Reactive Intermediates in Reductive Dechlorination Reactions

Whereas LFERs give evidence about the rate determining step, the key to
product formation lies in understanding the formation and reaction of short-lived
intermediates. The following schemes introduce the important intermediates
and their reactions generated by electron transfer (dashed boxes in the schemes
below). Initial reductive C-Cl bond cleavage has been conceptualized to produce
organohalide radicals and carbanions (e.g., (49, 50)).

Scheme 1
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Alternatively, carbanions may be directly formed by a nucleophilic attack at
the halogen atom ("X-philic reaction") according to (51, 52).

Scheme 2

Radicals can be trapped to give, among others, (a) hydrogenolysis products
with H radical donors, (b) sulfur adducts with R-S- species (53–55), and (c)
oxidized products with molecular oxygen (56, 57).

Scheme 3

Carbanions, in turn, may (d) be protonated to hydrogenolysis products or (e)
undergo α-(gem)elimination to carbenes and (f) β-(vic)elimination to unsaturated
products (58).

Scheme 4

Carbenes, finally, may be either hydrolyzed (carbene hydrolysis) or reduced
(carbene reduction) under reducing conditions in aqueous solution (49).
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Scheme 5

It is noteworthy that in the case of 1,1,1-trihaloalkanes or tetrahalomethane
the carbene hydrolysis further leads to ketones and carbon monoxide, respectively
(59, 60).

Scheme 6

Strategies for the Analysis of Reaction Intermediates

The schemes demonstrate that identification of reaction mechanisms in
environmental transformations can be complicated, because the same products
may form in different ways. Specifically, the typically more problematic
hydrogenolysis products can be generated from radicals (a), carbanions (d) or
carbenes (g) alike. Likewise, typically benign oxo products may arise either from
radicals (c), or a sequence of carbanions and carbenes (e, h-j). To elucidate the
pathways through which transformations are channelled, targeted mechanistic
investigations are necessary. Circumstantial evidence may be obtained from
systematic changes in reaction conditions (e.g., pH, Fe(II) concentration,
temperature) and their effect on reaction rates and product formation (61–64).
However, it is desirable to observe the short-lived intermediates (dashed boxes in
the schemes) also by more direct means. To this end, organic model compounds
have been synthesized as summarized in Table 1: (A) traps for intermediates,
(B) probe compounds to mimic specific reaction pathways, and (C) putative
intermediates of environmental transformations. Table 1 gives an overview of the
organic chemists’ toolbox, together with the expected mechanistic information.
We will refer to this evidence when discussing hypothesized reaction mechanisms
for chlorinated alkanes and alkenes below.
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Reaction Mechanisms of Chlorinated Alkanes and Ethenes

The following section summarizes available mechanistic insight on reductive
dechlorination of (i) vicinal haloalkanes, (ii) geminal haloalkanes, and (iii)
chlorinated ethenes, with a particular focus on the circumstances that can give
rise to the formation of (eco)toxic vs. benign dechlorination products.

Table 1. Survey of model reactants to elucidate intermediates of
dechlorination reactions

Continued on next page.
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Table 1. (Continued). Survey of model reactants to elucidate intermediates
of dechlorination reactions

Continued on next page.
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Table 1. (Continued). Survey of model reactants to elucidate intermediates
of dechlorination reactions

Vicinal Haloalkanes

Product formation from vicinal haloalkanes is to a great extent predetermined
by the CHC’s molecular structure. These compounds carry a chlorine substituent
in β-position, which is a favourable leaving group. Consequently, vicinal
chloroalkanes show a strong tendency to vic-dichloroelimination producing
chlorinated alkenes, which are again problematic compounds (Figure 1a). As
illustrated in Figure 4, possible pathways are (i) concerted X-philic reactions
(Table 1 (7)), (ii) carbanion formation (Scheme 1 and 2) followed by rapid
elimination of a halide ion in β-position (Scheme 4, f), or (iii) hydrogenolysis
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(Figure 1a) followed by elimination of HX (Figure 1d) (51, 79). Circumventing
the above products (I and II in Figure 4) requires alternative reactions of the
hydrogenolysis product (e.g., substitution, oxidation, etc.) or an initial SET
(single electron transfer, Scheme 1) after which the second SET is sufficiently
slow so that radicals can be trapped in alternative reactions (Scheme 3, b and c,
see discussion below).

Figure 4. Concurring mechanisms for reductive dechlorination of vicinal
haloalkanes. While pathways (i, ii, iii) produce the same vicinal dechlorination
product, reaction paths (I) and (II) delineate potential “escape routes” to
non-toxic substances (e.g., reaction with radical traps in the case of (II), and
substitution (Figure 1c) or hydrogenolysis (Figure 1a) in the case of (I)).

Geminal Haloalkanes

The situation is different for geminal haloalkanes because these compounds
lack a good leaving group in β-position, while they possess chlorine in α-position
which can stabilize intermediates (e.g., radicals, carbanions). These intermediates
have longer lifetimes and may be scavenged in alternative reactions. A
recurring theme in transformation of these compounds is the parallel formation
of problematic hydrogenolysis products (1,1-dichloroethane from 1,1,1-TCA,
CHCl3 from CCl4) versus benign α-elimination products (ethane, ethene (46, 80,
81)), or acetaldehyde (35) from 1,1,1-TCA; CO (64, 65, 70, 82), CO2 and CS2
(54, 55, 83), formate (29, 65), or CH4 (70) from CCl4. Based on the detection of
radicals ((55, 65, 70), Table 1 (1, 2, 3)) and carbenes ((70), Table 1 (3)) in the
respective systems, the conceptual reaction scheme given in Figure 5 has been
suggested (70, 80, 81).
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Figure 5. Concurring mechanisms for reductive dechlorination of geminal
haloalkanes. Italic numbers in brackets correspond to Schemes 1-6. Boxes are
drawn around completely dechlorinated products. (I) and (II) indicate potential
“escape routes” to less problematic substances. Question marks indicate steps

for which the mechanism / pathway is imperfectly understood.

Figure 5 shows that it is again the fate of short-lived radicals or carbanions,
respectively, that determines the formation of less chlorinated versus completely
dechlorinated products. From the available literature two possible “strategies” of
natural transformations can be discerned to circumvent formation of problematic
hydrogenolysis products:

a. The Presence of Good S- or O-Based Radical Scavengers. Several
studies report that transformations are directed towards complete dechlorination
in the presence of reactive sulfur or oxygen species. Buschmann et al. (53)
observed negligible formation of CHCl3, but large quantities of N-formyl cysteine
when CCl4 was reduced in the presence of cystine. Along the same lines,
appreciable amounts of CO2 and CS2 were observed in CCl4 transformation by
sulfide-containing minerals (54, 84).

A most intriguing case is the biotic transformation of CCl4 by Pseudomonas
stutzeri Strain KC (85). Although CCl4 is toxic to organisms, and although to date
no microbial system has been described which can use CCl4 as sole carbon source
(86), this bacterium was found to completely transform CCl4 without appreciable
formation of CHCl3 (85). The reaction was shown to be accomplished by an
extracellular mediator, Cu(II) pyridine-2,6-bis(thiocarboxylate) (Cu(II):PDTC).
Based on the detection of radical intermediates (Table 1, Entry 2) the following
mechanism has been postulated (55):
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Scheme 7

According to this mechanism, the reactant Cu(II):PDTC does not only
provide the reducing agent, but also carries a built-in radical trap. Concomitant
with initial single electron transfer, a sulfur radical is generated, in time to catch
the freshly produced •CCl3 radical and channel the reaction towards formation
of thiophosgene, which is further hydrolyzed to non-toxic products! A similar
selectivity has been observed with iron(II) oxygen complexes: only acetaldehyde,
but no 1,1-dichloroethane was observed in reaction of 1,1,1-trichloroethane with
Fe(II)-tiron complexes (35), see Figure 2. Insight from future studies may show
whether a common mechanism applies with such “intelligent” reducing agents.

b. Stabilization of Intermediates in (Surface) Complexes. Several studies
have proposed that some short-lived intermediates are not present in free form,
but stabilized as complexes, e.g., carbenes as carbenoids (49, 50, 80). In recent
years, three different groups (64, 65, 70) have independently suggested such a
complex formation at Fe(II) bearing mineral surfaces, driven by the motivation
to rationalize the following observations: (i) the absence of deuterated haloform
when tetrahalomethane is reacted in the presence of D2O at pH 7 (Table 1, Entry
4, (29)) as well as (ii) the strong influence of mineral surface properties (surface
charge, type of mineral) on product distribution, which contradicts the hypothesis
of free CCl3- species in solution (64, 70). Specifically, Elsner et al. (65) suggested
that radicals may be stabilized according to

so that formation of free CCl3- in solution would essentially be circumvented.
Future studies will be needed to substantiate such hypotheses and to provide
more information about surface properties that are instrumental in stabilizing
intermediates and thus circumventing problematic products.
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Chlorinated Ethenes

a. Putative Initial Reaction Steps. Contrasting with chlorinated alkanes,
the π-electron system of chlorinated ethenes, together with their less cramped
coordination environment, lends these compounds additional features for the
initial transformation step. Figure 6 illustrates different routes that have been
postulated for chloroethene transformation by reduced cobalamin (Vitamin B12).
Besides (1) dissociative electron transfer, (2) a nucleophilic (SN2) substitution
mechanism and (3) nucleophilic addition of Co(I) at the alkene double bond have
been suggested, as discussed in the following (Figure 6).

Evidence for the first scenario (dissociative outer sphere electron transfer)
is delivered from experiments with radical traps that clearly demonstrate the
existence of dichlorovinyl radicals (67, 68, 74); (Entry 1, 6, 8 in Table 1). The
second scenario (nucleophilic substitution) is motivated by kinetic models (87),
by mass balance considerations (88) as well as by the fact that dichlorovinyl
cobalamin complexes have been detected in mass spectrometric analysis of
TCE dechlorination reaction mixtures (75), (Entry 9 of Table 1). The third
scenario (nucleophilic addition), finally, has been postulated for reactions of
dichloroethylenes and of vinyl chloride, based on the pH dependence observed in
reactions of these substrates (61).

Figure 6. Possible transformation pathways proposed for reaction of chlorinated
ethenes with cobalamin (Vitamin B12) where Y = H or Cl (20). A box is drawn
around the vic dichloroelimination intermediate, which rapidly reacts on to

non-toxic products (Figure 7).

b. Product Formation. Hydrogenolysis of chlorinated ethenes typically
generates more problematic products (the exception is ethene from VC), while
vicinal dihaloelimination gives chlorinated acetylenes, which are quickly further
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transformed to benign ethene and ethane (see Figure 7). Interestingly, microbial
transformation gives only the problematic hydrogenolysis pathway (7), whereas
both pathways are reported with zero-valent metals (43–45).

Vitamin B12. Also cob(I)alamin, the model system for microbial
dechlorination, generates chlorinated acetylenes (61, 67, 89)) indicating that
the vicinal dichloroelimination pathway is in principle operative with Vitamin
B12 (lower part of Figure 7). The same insight is obtained from experiments
with model complexes for putative intermediates, i.e., chlorovinylcobalamins
/ chlorovinylcobaloximes (Entries 10 and 11 of Table 1) (76, 77, 90–94). The
selective hydrogenolysis pathway during biotransformation is, therefore, still not
well understood. In principle, hydrogenolysis products may again be produced
in more than one way. Nucleophilic substitution (Figure 6, pathway 2) results in
hydrogenolysis products in the presence of protic solvents; otherwise they form
via vicinal dichloroelimination. Outer sphere electron transfer (Figure 6, pathway
1) may lead to hydrogenolysis either through protonation or owing to the presence
of H radical donors. Only pathway 3 in Figure 6 (nucleophilic addition) results
almost completely in the hydrogenolysis product. It remains to be elucidated
what factors exactly are responsible for the selective product formation observed
during biotransformation.

Figure 7. Concurring pathways in chlorinated ethene dechlorination.
Biodegradation generally involves sequential hydrogenolysis to ethene
(upper pathway), whereas abiotic dechlorination includes also vicinal

dichloroelimination (lower pathway). Adapted from (45).

Zero-Valent Iron (ZVI). Compared to the insight accomplished with vitamin
B12, even less is known about the reductive dechlorination mechanism at iron
metal surfaces. Available evidence even disagrees about reactivity trends: some
studies report slower reaction rates for less chlorinated ethenes (31, 32, 95),
and others report exactly the opposite trend (43–45, 96). As discussed in the
section “Mechanistic Insight from LFER” above, the first observation agrees with
expectations from one-electron reduction potentials (32), whereas the latter may
be explained by π-complexes of chlorinated ethenes at the metal surface, which
would favour less chlorinated compounds (43). Also the relative contribution
of hydrogenolysis and vicinal dichloroelimination has been found to be variable
between studies (43–45).

425

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
01

9

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



In a similar way, knowledge gaps exist with respect to the nature of the
reactive site at the iron surface. Reduction by Fe0, Fe2+, or by Fe-H surface
species have been brought forward as alternative hypotheses (97, 98). Iron
metal materials may be manufactured in different ways and may have different
properties. Nanoparticulate iron, for example, may be manufactured either
through reductive precipitation of Fe2+(aq) by NaBH4 leading to boron inclusions
(“FeBH”), or through high temperature reduction of iron oxides by hydrogen gas
leading to magnetite impurities (“FeH2”) (25). Current evidence indicates that
reactivity trends of chlorinated ethylenes differ between both types of minerals,
where less chlorinated ethylenes react more rapidly with FeBH and the inverse
trend is observed with FeH2. Despite such insights it remains to be understood
how properties of the metal (synthesis, presence of impurities) affect reactivity
and pathways of reductive chlorinated ethene transformation: how they may
change the mechanism of the initial transformation step, and how they affect
branching points of product formation. An assessment is made difficult by the
fact that the same product (ethene) may again originate from either the sequential
hydrogenolyis or the dichloroelimination pathway.

Outlook: Insight from Stable Isotope Fractionation
As discussed so far, studies in model systems have made it possible to

hypothesize well-defined, alternative mechanisms for reductive dechlorination.
To improve their assessment in the contaminated subsurface, however, additional
efforts are needed that (1) enable distinction of different initial transformation
mechanisms leading to different short-lived intermediates and (2) allow for the
deconvolution of simultaneously occurring product formation routes. In the
following section, we highlight how these questions can be approached by stable
isotope fractionation measurements.

Bridging the Gap between Model System and Reality: Identifying
Dechlorination Mechanisms from Measuring (Multi Element) Reactant
Isotope Fractionation

The measurement of kinetic isotope effects (KIE) is a well-established tool
to elucidate reaction mechanisms of chemical reactions (99, 100). Isotope effects
express how a rate of transformation changes when a light isotope (e.g., 12C, 35Cl)
is replaced by a heavy isotope of the same element (e.g., 13C, 37Cl) in a particular
position of an organic compound

where lk and hk are the rate constants for molecules carrying the light and heavy
isotope, respectively. The magnitude of a KIE depends on the element involved
as well as the position within the molecule. For example, chlorine kinetic isotope
effects (35k/37k) are largest if a C-Cl bond is broken and are expected to be smaller
otherwise. KIE, therefore, make it possible to use isotopes as intramolecular
probes to test which elements are involved in a reaction. Even more important is
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the fact that KIEs also differ for distinct reaction mechanisms. During a reductive
dechlorination reaction, the isotopic composition (e.g., 13C/12C, 37Cl/35Cl, 2H/1H)
of the reactant is therefore altered (i.e., fractionated) in a characteristic way that
allows one to infer the underlying transformation pathway. The same principles
also apply to trends of isotope compositions of reaction products.

Isotope ratios of CHCs are typically analyzed by gas chromatography-isotope
ratio mass spectrometry (GC-IRMS). Single chloroorganic compounds can be
separated from relatively complex environmental samples, and the chemical
substances may be analyzed directly for their stable isotope composition even
at low concentrations. At natural isotopic abundance, this method measures
compound-specific rather than position-specific enrichment of isotopes. The ease
with which relevant reactions can be investigated has triggered a renaissance
of isotope investigations on reactions of organic substances in recent years
(101–103).

In fact, a considerable number of investigations have revealed significant
C isotope fractionation associated with biotic and abiotic reductive
dechlorination transformations, including hydrogenolyses as well as vic and
gem dichoroeliminations (45, 104–108). However, as reported ranges of
13C-KIEs overlap and/or are difficult to interpret due to the kinetic complexity
of dechlorination processes, there is considerable interest in the simultaneous
isotope analysis of multiple elements (103, 109). The advantage of this approach
is that different mechanisms can be discerned simply by correlating the changes
in isotope ratios for the two elements (typically an enrichment of heavy isotopes
such as 13C, 37Cl, or 2H in the reactant) (109–112). For example, as illustrated
in Figure 8, when changes in isotope ratios of carbon are plotted relative to
those of chlorine, different dual isotope slopes may be expected, due to different
underlying kinetic isotope effects of the two elements in different initial reactions
(e.g., dissociative electron transfer versus nucleophilic substitution versus
nucleophilic addition, see above).

Figure 8. Potential use of dual (C and Cl) isotope plots to probe for different
mechanisms of the initial dechlorination step (e.g., dissociative electron transfer
versus nucleophilic substitution versus nucleophilic addition, see Figure 6).
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This approach holds great promise to bridge the gap between model systems
and the environment because the isotope ratios in a contaminant are altered
in a characteristic way by bond cleavage and formation processes and do not
necessarily require additional characterization of the environmental conditions
and/or even an evaluation of transformation products. Therefore, if the dual
isotope plot observed with a well-characterized model reactant can be reproduced
during natural transformation, direct evidence may be obtained that both reactions
share the same mechanism in the initial reaction step.

As summarized recently (103), this approach has been successfully applied
to numerous organic compounds. Applications to CHCs, in contrast, have been
hampered by the difficulty of analyzing isotope ratios for multiple elements in
these compounds. Very recent developments have, for the first time enabled,
compound-specific chlorine isotope analysis of chlorinated ethenes and ethanes
(113–115)). The power of the dual isotope approach has been indicated by
degradation studies (107, 116) as well as theoretical considerations (117). Future
studies may be expected to provide unique new insight into the initial mechanisms
of dechlorination reactions.

Deconvolution of Reaction Pathways: Putting Product Isotope Ratios to Use

In contrast to the evaluation of reactant isotope fractionation, product isotope
ratios can be indicative of further reaction steps following up on any irreversible
bond cleavage in the reactant. This information is particularly useful not only
to track precursor compounds and elucidate competing product formation
pathways, but also to characterize branching points that lead to benign vs. toxic
dechlorination products.

How is Ethene Formed? – Distinguishing Sequential Hydrogenolysis from
Vicinal Dichloroelimination

As discussed above, conventional approaches are not able to deconvolute
competing pathways when they give rise to the same product. Figure 9 gives
an illustration of the added insight that may be obtained from isotope effect
studies. In dechlorination reactions, the product ethene may either originate
from hydrogenolysis or from vicinal dichloroelimination (Figure 7). Sequential
hydrogenolysis forms ethene at the end of a cascade of consecutive reactions.
In such a reaction cascade, products are initially depleted in 13C compared to
their precursor, but subsequently become enriched in 13C when the isotope
effect of their own degradation starts to affect their isotope ratio (Figure 9, left
panel). In contrast, dichloroelimination can also form ethene by a much faster,
alternative route via chlorinated acetylenes (Figure 7). In this case, cis-DCE
and ethene are formed as parallel products so that both show a parallel isotope
fractionation trend (Figure 9, right panel). Figure 9 compares the very different
isotope ratio trends that are typical of either case and illustrates that isotope
fractionation analysis allows the distinction of the two pathways. Since vicinal
dichloroelimination typically occurs in abiotic dechlorination reactions (43, 45,
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63), whereas hydrogenolysis is the established biodegradation pathway, this
approach has made it possible to distinguish abiotic from biotic chloroethylene
transformation (45, 103).

Figure 9. Different trends in product isotope ratios reveal whether cis-DCE and
ethane are formed as parallel (right) or consecutive (left) products. The sketch is

based on trends typically observed in these reactions (45, 104, 105, 118).

Where Is the Branching Point? – Probing for Common Intermediates

In addition, to understand the formation of problematic products, the
identification of branching points and common intermediates is important.
Specifically, to assess CHC reduction, it is of interest whether hydrogenolysis and
dichloroelimination represent two entirely different transformation mechanisms
– potentially occurring at different reactive sites – or whether they share a
common intermediate. A well-established approach to address this issue is the
variation of reaction conditions (e.g., pH) as a means to induce changes in the
product distribution (29, 63, 64). Unfortunately, even with this approach it
is typically impossible to obtain conclusive evidence about branching points.
As demonstrated recently (45), such insight can be obtained if isotope values
in reactant and products are measured in the same experiments and if the
corresponding kinetic isotope effects are determined (Figure 10). The reason is
that these observable KIEs change when the product yield shifts (e.g., from 10%
dichloroelimination to 90% dichloroelimination), and that the manner of this
change is highly indicative of either of two scenarios. As illustrated in Figure
10, if two independent pathways prevail, each one exhibits its specific isotope
effect. Consequently, the KIE that is determined from measuring reactant isotope
values only is a weighted average of both pathways and changes depending on
product yield. In the case of a common intermediate, in contrast, the KIE in the
reactant is invariable, because it reflects the initial irreversible step. Here, it is
the KIE that is determined from the difference in isotope values of reactant and
either product which changes depending on product yield. In a recent study on
chloroethene dechlorination by nanoscale zero-valent iron, such lines of evidence
could provide a first indication for the second case, that is, a common irreversible
step was shared by both pathways (45).
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Figure 10. The occurrence of a common intermediate can be revealed by
investigating how KIE values change when the product distribution shifts. For

explanations see text. Adapted from (45).

Conclusion

The complexity of the various biotic and abiotic reductive dechlorinations
of chloroethenes, -ethanes, and -methanes renders their assessment in the
environment a formidable task. Over the past decades, the understanding
of underlying mechanisms has been significantly advanced by approaches
with structure-activity relationships, product studies, intermediate traps, and
probe molecules. The field is at a point where well-established mechanistic
hypotheses have been brought forward for different initial transformation
steps (e.g., dissociative single electron transfer, nucleophilic substitution,
etc., Figure 6), where evidence for different reaction intermediates has been
established (e.g., radicals, carbanions, carbenes, Vitamin B12 complexes, etc.)
and where different, simultaneously occurring product formation pathways
have been hypothesized (Figures 4-6). Currently, however, interpretations of
environmental transformations face the challenge that the mechanism of initial
transformation steps is not easily distinguished, that branching points of product
formation are difficult to identify, and that the same products can be formed in
different ways. Our outlook shows how stable isotope fractionation studies may
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close some of these prevalent research gaps by distinguishing different initial
transformation mechanisms, by deconvolving simultaneously occurring product
formation routes, and by detecting branching points of product formation. Future
developments of versatile analytical methods for carbon, chlorine, and hydrogen
isotope analysis together with complementary computational approaches may
substantially improve our ability to assess dechlorination processes in subsurface
environments.
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Chapter 20

Degradation Routes of RDX in Various Redox
Systems

Annamaria Halasz and Jalal Hawari*

Biotechnology Research Institute, National Research Council Canada, 6100
Royalmount Ave., Montreal (QC), Canada, H4P 2R2

*Jalal.Hawari@cnrc-nrc.gc.ca

RDX, hexahydro-1,3,5-trinitro-1,3,5-triazine, is one of the
most widely used nitro-organic explosives that presently
contaminate various terrestrial and aquatic systems. It is a
highly oxidized molecule whose degradation is governed by the
electronic structure and redox chemistry of its –CH2–N(NO2)–
multifunctional group. In the present chapter, we discuss how
the chemical reacts in various redox systems with particular
emphasis on the initial steps involved in RDX decomposition.
Three important redox reactions are analyzed and commented:
1) 1e–transfer to –N–NO2 leading to denitration, 2) 2e–transfer
to –NO2 leading to the formation of the corresponding nitroso
derivatives (MNX, DNX and TNX), and 3) H●-abstraction from
one of the –CH2– groups by OH● and O2●ˉ. We will analyze
and identify knowledge gaps in the transformation pathways of
RDX to highlight future research needs.

Introduction

Polynitroorganic compounds are highly energetic chemicals that rapidly
release large amounts of gaseous products and energy upon detonation. Because
of their explosive properties these chemicals are extensively used by the military
and in the construction and mining industry (1). It has been estimated that in the
US alone close to 313 million kg of N-containing explosives had been released
to the environment by 1992 (2). Both TNT (2,4,6-trinitrotoluene) and RDX
(hexahydro-1,3,5-trinitro-1,3,5-triazine) are the most widely used explosives.
TNT reportedly undergoes biotransformation in most redox conditions, under

Published 2011 by the American Chemical Society
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both oxidative (aerobic) and reductive (anaerobic) conditions, and gives
monoamino-dinitrotoluene (ADNTs) and diamino-nitrotoluene (DANTs) without
breaking the aromatic ring (3). Without denitration it will be difficult to mineralize
TNT because the resulting amino products through their nucleophilic –NH2
groups can irreversibly bind with acidic-containing sites, e.g. humic acids
abundant in aquifer systems. Indeed it has been suggested that stabilizing TNT
through amide, –NH–CO–, linkages with soil humics can be considered as a
passive remediation technology (4). More recently it has been reported that
hydride anion attack on TNT can lead to denitration through the intermediary
formation of Meisenheimer dihydride complexes. However since our last review
on the biotransformation pathways of TNT (3) there has been remarkable progress
made towards enhancing mineralization of the aromatic explosive based on the
development of microbial and other biological tools capable of denitrating TNT
(5–8).

Recently RDX has replaced TNT as a primary explosive in various munitions
formulations. We thus selected RDX as a model nitrogenous explosive and
sought to understand its environmental behavior in various redox systems. RDX,
a cyclic nitroamine (CH2–N(NO2))3, is of particular environmental concern
because of its negligible sorption affinity to soil minerals and organic matter (9).
The chemical thus can migrate through subsurface soil causing the contamination
of aquifer environments including groundwater and sediment. The nitroamine
is toxic (10, 11) and is on the US Environmental Protection Agency’s Drinking
Water Contaminant Candidate List. Several reports describing degradation and
fate of RDX in the environment have already been published (3, 12–14) but the
actual degradation mechanism(s) (especially the redox chemistry and the initial
e-transfer processes involved in degrading RDX) are not fully understood. Due to
the presence of three –NO2 groups, RDX is highly oxidized and consequently its
reactions are governed by the ability of the nitroamine to receive electrons from
an adjacent e-donor (reductant). Natural redox systems, e.g. biogeochemical
iron redox couples, are abundant in the environment and play crucial roles in
determining the fate of many organic and inorganic contaminants in terrestrial
and aquatic systems (15–17). Biogeochemical redox cycles often involve
microorganisms using certain elements for respiration, e.g. Fe(III), to gain energy.
Fe(III)-respiring bacteria e.g., Shewanella are ubiquitous in nature and can be
found in various terrestrial and aquatic systems (18). Considering iron as the most
abundant heavy metal on Earth, the presence of Fe(III)-respiring bacteria adjacent
to other chemicals, e.g. RDX, can thus constitute an effective means of degrading
these chemicals (Figure 1). Due to the importance of biogeochemical processes
in determining the fate (mobility and transformation) of contaminants, the Journal
Environmental Science & Technology has dedicated its 1st January 2010 issue
to explain why and how biogeochemical redox processes play important roles in
determining the fate of contaminants in the environment.

In this review we will summarize the most reported abiotic and biotic redox
reactions of RDX that are relevant to natural biogeochemical redox processes.
Understanding the response of RDX to the flow of electrons associated with a
redox system and the chemical and biochemical changes that follow will help
elucidate the fate of the nitroamine and also aid in the design of strategies to
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Figure 1. A simplified schematic representation of Fe(III)/Fe(II) as a model
biogeochemical redox couple showing: microbial bioreduction of Fe(III) to Fe(II)
by Shewanella and abiotic oxidation of Fe(II) to Fe(III) driven by RDX reduction.

enhance in situ remediation. In the present review we will specifically analyze
how the highly oxidized nitroamine reacts in various redox systems with particular
emphasis on the initial steps involved in RDX decomposition. We will discuss
the current state of knowledge and identify knowledge gaps to highlight future
research needs.

Degradation of RDX in Various Redox Systems
Abiotically RDX is reported to degrade using alkaline hydrolysis (19),

photolysis (20, 21), Fenton reagent (Fe+2/H2O2) (22), or permanganate (23). In
addition the cyclic nitroamine can degrade in the presence of metals including
zero valent iron, ZVI (24–28), iron nanoparticles, nZVI (29), nickel (30), and
mechanically alloyed bimetals such as Na(Hg) (31), or Fe(Ni) (32). Some of
the problems associated with the use of metals such as ZVI are the corrosion of
the metal and the formation of a layer of metal oxide at the surface of the metal
that may stop the flow of electrons to RDX. In military shooting ranges, the
major source of Fe would be warhead casting and fragments. The very reactive
superoxide radical anions, O2●ˉ, and hydroxyl radicals, OH●, produced by Fenton
and permanganate reagents or formed in water exposed to sunlight can lead to the
degradation of many chemicals including RDX. These highly oxidative systems
can thus be used to complete RDX degradation following its reduction with ZVI
(28).

Several other studies have described degradation of RDX using special redox
systems that are more relevant to biogeochemical environments and thus are
suitable for in situ remediation. For example, biogenic Fe(II) (33, 34), black
C/H2S (35), and Fe(II) bound to magnetite (36) have been successfully employed
to degrade RDX.

Biotically the nitroamine degrades under both aerobic and anaerobic
conditions. For example, RDX degrades with anaerobic sludge (37–39), sulfate-
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(40), nitrate- (41), and manganese-reducing bacteria (42), Acetobacterium
malicum (43), Shewanella halifaxensis (44) and Geobacter metallireducens
(45, 46). Aerobic bacteria such as Rhodococcus sp (47–49) and Gordonia and
Williamsia (50) are also described as RDX degraders. Furthermore enzymes
including diaphorase (51), nitroreductase (52), cytochrome P450, and XplA
enzymatic system are also too reported to degrade RDX under aerobic, anaerobic,
or anoxic conditions (53, 54).

Among reported RDX reactions, the ones involving iron-containing species
bear special environmental significance. Iron is the most abundant transition
metal on Earth and through its reversible F(III)-Fe(II) redox cycles participates
in several other important redox cycles including NO3ˉ/NO2ˉ and CO2/CH4
cycles (15, 55). Electron flow generated through redox cycles plays an important
role in environmental biogeochemistry and in determining the fate of many
contaminants in the environment (56). Iron deposits in an anoxic marine
and freshwater environment (via Fe(III)-Fe(II) anaerobic redox cycling) can
accelerate transformation of several organic pollutants (15, 55, 57–60) including
RDX (34, 61). For example, Fe(III)-containing deposits in anaerobic aquifers
are constantly subjected to potential microbial reduction to Fe(II) which in turn
acts as an electron-donor to regenerate Fe(III) causing the reduction of other
contaminants nearby. We found that sediments collected from an unexploded
ordnance (UXO) site near Halifax Harbour, Canada, contained high amounts of
insoluble iron (40 g kg-1 sediment) in the form of mainly Fe(III) and Fe(II) (62).
Indeed several anaerobic bacteria including Clostridium sp. EDB2 (34) that have
been successfully isolated from Halifax sediment are found capable of reducing
Fe(III) to Fe(II), which in turn acts as electron-transfer agent to RDX leading to
its degradation (Figure 1).

Degradation Products of RDX and Transformation Pathways

Table I summarizes RDX degradation in various aquatic redox systems
under both abiotic and biotic conditions. Product distributions clearly show
that when RDX degrades it gives two distinct sets of products depending on
conditions used: one set marked by the transformation of RDX to nitroso
derivatives MNX (hexahydro-1-nitroso-3,5-dinitro-1,3,5-triazine), DNX
(hexahydro-1,3-dinitroso-5-nitro-1,3,5-triazine) and TNX (hexahydro-1,3,5-
trinitroso-1,3,5-triazine); and another by the formation of ring cleavage products
including NO2ˉ, NO3ˉ, NH3, N2O, HCHO, and HCOOH, and the two characteristic
intermediates methylenedinitramine (MEDINA, NO2NHCH2NHNO2) and
4-nitro-2,4-diazabutanal (NDAB, NO2NHCH2NHCHO) (Table I). As we will
discuss in the following section the extent of the formation of MEDINA and
NDAB depends on the actual redox conditions used to initiate RDX degradation
and on whether RDX degrades via the loss of only one or two nitrite ions before
ring cleavage. Analyses of product distributions from RDX degradation under
various redox conditions indicate that RDX can degrade via two distinctive
pathways. One pathway involves sequential reduction (2e/H+) of the –N–NO2
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to the corresponding –N–NO functional groups giving MNX, DNX, and TNX
(24, 39, 76, 77). A second pathway involves the cleavage of the –N–NO2 bond(s)
leading to decomposition of RDX and the formation of benign products such as
NO2ˉ, NO3ˉ, NH3, HCHO and HCOOH (34, 35, 47, 65).

Table I. Degradation of RDX in aqueous systems under aerobic/ anaerobic
and abiotic/biotic conditions: Intermediates and final products

Reactions Intermediates / Products References

Anaerobic / abiotic

ZVI – Zerovalent iron MNX, DNX, TNX, NO2ˉ, NO3ˉ,
N2O

(24)

MNX, DNX, TNX, MEDINA (25)

Not determined (26)

MNX, DNX, TNX, MEDINA, N2O (29)

MNX, DNX, TNX (27)

nZVI – Zerovalent iron
nanoparticles

MNX, DNX, TNX, MEDINA,
NH4+, N2, N2O, H2NNH2, HCHO

(29)

FeII bound to magnetite MNX, DNX, TNX,
NH4+, N2O, HCHO

(36)

FeII-organic complex HCHO, NH4+, N2O (65)

Green rust MNX, DNX, TNX, MEDINA,
NH4+, N2O, HCHO

(66)

Biogenic FeII MNX, DNX, TNX, MEDINA,
NDAB, NH4+,

(33, 61)

NO2ˉ, MEDINA, NH4+, N2O,
HCHO, CO2

(34)

Sulfides/black carbon NDAB, HCHO, NO2ˉ (35)

Na(Hg)/THF/H2O 1,3-dinitro-5-hydro-1,3,5-triazine,
MEDINA, HCHO

(31)

Aerobic / abiotic

KMnO4 NDAB, CO2, N2O (23)

Photolysis NDAB, MEDINA, HCHO,
HCOOH, N2O, NO2ˉ, NO3ˉ

(21)

1,3-dinitro-1,3,5-triazacyclohex-5-
ene, 1-nitro-1,3,5-triaza-cyclohex-
3,5-ene, HCO-NH2, HCO-NHOH,
HCO-NO2

(20)

Continued on next page.

445

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

0

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Table I. (Continued). Degradation of RDX in aqueous systems under aerobic/
anaerobic and abiotic/biotic conditions: Intermediates and final products

Reactions Intermediates / Products References

Electrochemical reduction MNX, MEDINA, HCHO, N2O,
CH3OH, NO2ˉ

(67, 68)

Alkaline hydrolysis NO2ˉ, N2O, NH4+, HCHO, HCOOH,
NDAB

(19, 67)

Aerobic / enzymatic

XplA/XplB NDAB, NO2ˉ, HCHO (53)

Anaerobic / enzymatic

XplA/XplB MEDINA, NO2ˉ, HCHO (53)

Cytochrome P450 2B4 NDAB, NO2ˉ, HCHO (54)

Cytochrome P450 reductase MNX, MEDINA, N2O, HCHO,
NH4+

(54)

Diaphorase EC 1.8.1.4 MEDINA, NO2ˉ, HCHO, NH4+,
N2O

(51)

Nitrate reductase EC 1.6.6.2 MNX, MEDINA, N2O, HCHO,
NH4+

(52)

Aerobic / microbial

Stenotrophomonas maltophilia
PB1

Methylene-N-(hydroxymethyl)-
hydroxylamine-N′-
(hydroxymethyl)-nitroamine

(69)

Rhodococcus sp. DN22 NDAB, MEDINA, NO2ˉ, NH4+,
HCHO, CO2

(47, 70)

Gordonia KTR4/Williamsia
KTR9

NDAB, NO2ˉ, HCHO, CO2 (50)

Acremonium MNX,DNX,TNX, MEDINA, N2O,
HCHO, CO2

(71)

Phanerochaete chrysosporium MNX, N2O, CO2 (72)

Anaerobic / microbial

Shewanella halifaxensis MNX, DNX, TNX, MEDINA,
NDAB, HCHO, N2O

(44, 63, 64)

γ-Proteobacteria MNX, MEDINA, N2O, CO2 (73)

Clostridium sp. EDB2 NO2ˉ, N2O, HCHO, HCOOH, CO2 (62)

Acetobacterium malicum MNX, MEDINA, N2O, HCHO (43)

Clostridium bifermentants MNX, DNX, N2O, HCHO, CH3OH (74)

Klebsiella pneumoniae MEDINA, N2O, HCHO, CH3OH,
CO2

(75)

Continued on next page.
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Table I. (Continued). Degradation of RDX in aqueous systems under aerobic/
anaerobic and abiotic/biotic conditions: Intermediates and final products

Reactions Intermediates / Products References

Aquifer bacteria MNX, DNX, TNX; CO2 (42, 76)

Municipal sludge MNX, DNX, TNX,
MEDINA, N2O, HCHO, CO2

(38)

Enterobacteriaceae MNX, DNX, TNX (77)

Sewage sludge MNX, DNX, TNX, HCHO,
hydrazines

(39)

- In the nitroso route all N and all C atoms that are originally present in RDX
stay intact in MNX, DNX and TNX which reportedly are known to be more toxic
than RDX (78).

The formation of RDX nitroso products is reductive and each step involves
a 2e–transfer process (Figure 2). The nitroso pathway is dominant under highly
reducing conditions as observed during RDX degradation using anaerobic sludge
(79) and with marine isolates such as Shewanella halifaxensis (44, 64). RDX
reduction to nitroso products has also been observed during RDX reduction with
ZVI (24–29) and biogenic Fe(II) (33, 34).

Figure 2. Reductive transformation of RDX to the corresponding nitroso
derivative via sequential 2e-trasfer process.

- In the denitration route two key RDX ring cleavage products, NDAB and
MEDINA, are formed (Figures 3 and 4).

Denitration of RDX proceeds via several mechanisms which will be described
later. Following denitration the intermediate can cleave to produce NDAB and/or
MEDINAwith ratios depending on several factors: 1) the type of C–N bond(s) that
cleaves following denitration; and 2) whether the ring cleavage occurs following
mono-denitration or di-denitration.

The formation of NDAB and MEDINA depends on the stoichiometry of
the denitration step: the loss of two nitrite anions prior to RDX ring cleavage
produces only NDAB (Figure 3) whereas the loss of only one nitrite anion prior to
ring cleavage produces MEDINA and/or NDAB (Figure 4). RDX denitration with
Rhodococcus sp. DN22 under aerobic conditions showed a nitrite stoichiometry
reaching approx. 2 with NDAB and MEDINA being formed in approx. 9:1 ratio
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(47, 70). When RDX was degraded using the purified XplA cytochrome P450
system isolated from Rhodococcus rhodochrous strain 11Y we obtained two
nitrite anions and only NDAB under aerobic conditions and one nitrite anion and
MEDINA under anaerobic conditions (53).

Figure 3. Schematic representation of RDX denitration: formation of NDAB

Figure 4. Schematic representation of RDX denitration: formation of MEDINA
and/or NDAB
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Generally speaking, mono-denitration leads to the predominant formation
of MEDINA as observed following RDX reduction under anaerobic conditions
with zero valent iron, ZVI (28), nano iron particles (29), diaphorase (51), nitrate
reductase (52), Shewanella sediminis and Shewanella halifaxensis (44, 63), or
Geobacter metallireducens (45) (Figure 4). The absence of MEDINA in some
of the cited RDX reactions (Table I) should not exclude its formation as an
intermediate of RDX degradation. MEDINA is unstable in water and decomposes
to N2O and HCHO through the formation of NH2NO2 (80, 81).

The indicator for the potential presence of MEDINA during RDX degradation
is thus the detection of N2O in almost stoichiometric amounts, i.e. 2N2O for each
degrading molecule of MEDINA (Figure 4). In contrast, NDAB is more stable in
water under ambient conditions and if it completely decomposes the yield of N2O
would be half of that coming from MEDINA. NDAB was reported to degrade
with Methylobacterium (82), Phanerochaete chrysosporium (83), and by alkaline
hydrolysis at pH 12 (19). In the latter case, NDAB hydrolyzes to produce N2O,
HCHO, NH3, and HCOOH (70). Several other studies have reported the formation
of bothNDAB andMEDINA together under both aerobic and anaerobic conditions
including photodenitration (21), denitration by Shewanella (44), biogenic Fe(II)
(33), and Rhodococcus sp. DN22 under microaerophilic conditions (84).

MNX formation constitutes an important point in the reduction of RDX; it
can either continue reduction to produce DNX and TNX (Figure 2), denitrate,
or denitrosate leading to ring cleavage and decomposition (Figure 5). In general
little information is available on the degradation of MNX (Table II), but recently
we studied its potential degradation with Shewanella isolates from Halifax
Harbour (74, 75) and with the soil isolate Rhodococcus sp. DN22 (70). Although
DN22 degrades MNX at a slower rate than that of RDX its disappearance was
accompanied with the formation of NO2ˉ, NO3ˉ, and ring cleavage products
including NH3, N2O, HCHO, and HCOOH similar to those observed following
RDX denitration. We also detected NDAB and a trace amount of an intermediate
with a [M–H]ˉ at m/z 102 Da, matching an empirical formula of C2H5N3O2,
that we tentatively identified as 4-nitroso-2,4-diazabutanal (4-NO-NDAB,
ONNHCH2NHCHO) based on LC/MS(ES-) analysis coupled with the use of
ring labeled 15N-MNX (70). The formation of NDAB and NO-NDAB clearly
demonstrates that MNX degrades via initial cleavage of the N–NO and N–NO2
bonds, respectively.

As we mentioned above RDX biodegradation can be accompanied by the
formation of NO2ˉ and NO3ˉ. To understand the mechanism of their formation
we biodegraded RDX with DN22 in the presence of 18O2 and searched for 18O
involvement in their composition using LC/MS (70).

Using abiotic and biotic controls we concluded that: 1) nitrite formed
following –N–NO2 bond cleavage without oxygen (gaseous) involvement, and 2)
NO3ˉ resulted from bio-oxidation of the initially formed NO2ˉ, consistent with
the previously reported biological oxidation of NO2ˉ to NO3ˉ (85).
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Table II. Degradation of MNX in aqueous systems under aerobic/ anaerobic
and abiotic/biotic conditions: Intermediates and final products

Reactions Intermediates / Products References

Anaerobic / abiotic

nZVI – Zerovalent iron
nanoparticles

NH4+, N2O, H2NNH2, HCHO (29)

FeII-organic complex HCHO, NH4+, N2O (65)

Biogenic FeII NDAB, HCHO (33)

AH2QDS HCHO (33)

Sulfides/black carbon Not determined (35)

Aerobic / abiotic

Electrochemical reduction MEDINA, HCHO, N2O (68)

Alkaline hydrolysis NO2ˉ, NDAB NH4+, HCHO,
HCOOH

(19)

Anaerobic / enzymatic

Nitrate reductase EC 1.6.6.2 MEDINA, N2O, HCHO (52)

Aerobic / microbial

Acremonium N2O, HCHO (71)

Rhodococcus sp. DN22 NDAB, NO2ˉ, NO3ˉ, N2O, HCHO (70)

Anaerobic / microbial

Clostridium bifermentans DNX, N2O, HCHO, CH3OH (74)

Klebsiella pneumoniae NO2ˉ, N2O, HCHO, CH3OH, CO2 (75)

Insights into Initial Reaction Steps Involved in RDX Denitration

Reductive transformation of RDX to MNX, DNX, and TNX involves
sequential 2e/H+ reduction steps to convert the N–NO2 to the corresponding
N–NO functional groups (Figure 2). As for denitration, knowing the mechanism
of N–NO2 bond cleavage is more challenging. Part of the answer may be found by
understanding the behavior of the key characteristic –CH2–N(NO2)– functional
group in RDX which is marked by the presence of several positions for possible
attack in various chemical or biological redox systems. In the following section
we will discuss three potential mechanisms for denitration that can lead to RDX
decomposition.

Hydrogen-Atom Abstraction

One possible denitration mechanism may involve a H● atom abstraction
from the methylene group to first produce the carbenyl centered free radical
the denitration of which would produce intermediate I (pentahydro-3,5-dinitro-
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Figure 5. Constructed degradation pathway of MNX; a: denitrosohydrogenation;
b: denitrohydrogenation

1,3,5-triazacyclohex-1-ene) (Figure 6, a). A second denitration of intermediate
I by the same mechanism would give II (1-nitro-1,3,5-triaza-cyclohex-3,5-ene)
(Figure 6, a). Both intermediates I and II have been observed by Bose et al. (20)
during photolysis of RDX under UV conditions. Subsequent reactions of I or II
with water produce the unstable α-hydroxylamine derivatives III and IV. The
generated unstable α-hydroxylamines will hydrolyze rapidly across the –NH–CH–
bond to eventually produce NO2ˉ, NH3, N2O, HCHO, and HCOOH. Recently
Guengerich reported an enzymatic H● abstraction/oxygen rebound mechanism
for the hydroxylation of alkyl amines which subsequently decompose to produce
aldehydes and amines (86). The reported H● abstraction/oxygen rebound
mechanism resembles the present hydroxylation of the –CH2– group in RDX. In
our case, however, we found that the oxygen participating in the hydroxylation
of RDX originated from water and not from air as confirmed by 18O2-labeling
experiments (70). The denitration/α-hydroxylation mechanism is applicable to
RDX degradation with the enzymatic system XplA (53), Rhodococcus sp. strain
DN22 (47), and cytochrome P450 (54) under aerobic conditions (Figure 6, a).
To better understand the stoichiometry of MEDINA and NDAB formation we
suggest further research, e.g. degrading RDX in more defined redox systems such
as using purified enzymes.
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Electron-Transfer to –NO2

A second denitration mechanism may involve an e–transfer to the nitro group
in –N–NO2 leading to the formation of a radical anion which upon denitration
would give the aminyl radical V (Figure 6, b). H● atom abstraction by the aminyl
radical V from a nearby substrate would give 1,3-dinitro-perhydro-1,3,5-triazine
VI by a process henceforth named denitrohydrogenation (Figure 6, b). McHugh
et al. (31) reported the synthesis of VI by reducing RDX with amalgamated Na
in THF. VI is unstable and decomposes to MEDINA, HCHO and NH3. In this
context we propose that the e–transfer process responsible for RDX denitration
and decomposition is best applicable to the following reactions: RDX degradation
with ZVI, nZVI, biogenic Fe(II), nitrate reductase, and the XplA enzymatic system
under anaerobic conditions (Figure 6, b). Photolysis causing N–NO2 homolytic
bond cleavage also results in the formation of the aminyl radical (V) which after
H● atom abstraction would lead to VI, a precursor to MEDINA (21).

Figure 6. Proposed denitration mechanisms of RDX: a H●-abstraction followed
by N-NO2 bond cleavage; b electron-transfer to NO2 followed by loss of NO2ˉ; c

H+-abstraction followed by denitration
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Proton-Abstraction from –CH2–

A nucleophile, e.g. OHˉ or Hˉ, can abstract one of the two acidic hydrogens
from the methylene group in RDX giving the corresponding carbenyl anion (VII).
The resulting carbenyl anion VII would force the elimination of nitrite (–N–NO2
bond cleavage) to generate intermediate I (Figure 6, c). Once again I (or its second
denitrated intermediate II) would decompose in water to give products distribution
similar to that obtained in the hydrogen-atom abstraction pathway (Figure 6, a).
This mechanism of denitration is best represented by the alkaline hydrolysis of
RDX (19).

Conclusions and Research Needs
RDX can perform many abiotic and biotic reactions because of its

characteristic multifunctional group –CH2–N(NO2)–. Depending on how
–CH2–N(NO2)– is initially attacked, i.e. 1e– vs. 2e–transfer to –N–NO2, H●-atom
abstraction from –CH2–N(NO2), or nucleophilic attack by Hˉ or OHˉ, we realized
that RDX can follow two major degradation routes: 1) sequential reduction,
carried out by 2e–transfer processes, to produce MNX, DNX, and TNX keeping
the nitroamine ring intact and the original N and C content of RDX preserved, and
2) denitration, initiated by either 1e–transfer to the –NO2 group or by H●-atom
abstraction, followed by ring cleavage and decomposition to benign products
including NO2ˉ, NH2CHO, NH3, N2O, HCHO, HCOOH, and NDAB. Therefore
engineering a degradation pathway for RDX that involves denitration would be
the preferred choice for the development of remediation technologies. Despite our
laboratory’s success in understanding how RDX reacts in defined redox systems,
we are still facing some challenges on how actually these reactions take place
in the field. New and emerging chemical and molecular tools and technologies
suitable for on site monitoring and assessment are thus needed to provide new
insights into how to monitor and optimize RDX in-situ degradation in the field.

Detection in the Field

Advances in sample preparation (Solid Phase Micro-Extraction, SPME),
and preservation combined with the availability of sensitive instrumentation
(MALDI-TOF MS/MS) allow the detection and identification of trace amounts
of RDX products and thus help gain new insights into the degradation pathways
of RDX. As described in the previous sections, MEDINA and NDAB are
now established RDX intermediates that provide important information on the
degradation pathway of the nitroamine. Both intermediates can be used as markers
to monitor the fate of RDX in the environment under reductive or hydrolytic
conditions. We detected NDAB in soil samples collected from an ammunition
plant in Valleyfield, Quebec, Canada (83) and in groundwater samples taken
from Iowa Army Ammunition Plant (IAAP) (unpublished results). In contrast,
MEDINA is unstable in neutral aqueous media and thus hard to detect in field
samples. Despite progress towards understanding degradation pathways of RDX
in controlled laboratory experiments analytical tools suitable for on site detection
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of RDX and its products are needed. Recently Borch et al. (15) highlighted
the actual research needs of monitoring biogeochemical redox systems in the
environment and highlighted emerging developments for on site monitoring of
redox processes, e.g. application of synchrotron-based spectroscopy and in situ
electrode and gel probe techniques.

Electron–Transfer Processes Involved in RDX Denitration

Two of the suggested mechanisms of denitration for RDX imply the formation
of free radicals, e.g. either carbenyl (Figure 6, a or b) or aminyl (Figure 6, b)
centered radical. To confirm the presence of free radicals we need to do more
research and to introduce new instrumentation, e.g. electron spin resonance
spectroscopy (ESR) to directly detect the presence of free radicals that may arise
from RDX reactions, e.g. the 1e–transfer processes.

Molecular Tools for in-Situ Monitoring

Transformation pathways that we described earlier for RDX clearly show
the chemical bonds, i.e., N–N, N–C, N–O that can break during chemical or
microbial attack. Compound specific isotope analysis (CSIA) (87–89) and stable
isotope probing (SIP) have been successfully used to elucidate the degradation
or transformation pathways of pollutants in the environment (90–92). Presently
both CSIA and SIP are applied for in-situ monitoring of organic pollutants and
for the identification and isolation of bacteria capable of their degradion (87–92).
In the pervious Chapter, Elsner and Hofstetter described the use of Stable
Isotope Fractionation in the elucidation of the mechanisms of chloro-hydrocarbon
degradation in subsurface environments (93). CSIA has been recently used
to quantify RDX biodegradation in groundwater (88), to quantify aerobic
biodegradation of 2,4-dinitrotoluene (2,4-DNT) and 2,4,6-trinitrotoluene (TNT)
(94), and to detect 2,4,6-trinitrotoluene-utilizing anaerobic bacteria in a harbor
sediment (95). The second technique, SIP, is applied to detect microorganisms
able to degrade explosives enriched with 13C– or 15N–isotopes providing that
the microorganism can use the chemical, e.g. RDX, as C or as N source. The
13C–DNA or 15N–DNA produced during the growth of the microorganism
on an isotopically-labeled 13C– or 15N– is then resolved from 12C–DNA and
14N–DNA, respectively, by density-gradient centrifugation (90). The isolated
isotopically-labeled DNA can be used as a biomarker to identify and isolate
microorganisms responsible for RDX degradation in situ. Recently Roh et al.
(91) identified microorganisms responsible for RDX biodegradation using the
SIP technique. Although SIP and CSIA are showing promise for identifying
and isolating RDX degraders more research and optimization is needed to
develop robust molecular probes capable of fast monitoring of the chemical and
its transformation products to elucidate its transformation mechanisms. Such
information would be extremely important to help understand the eventual fate of
RDX in the environment and its ecological impact.
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Chapter 21

Role of Coupled Redox Transformations in the
Mobilization and Sequestration of Arsenic
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Arsenic occurrence in groundwater, particularly in South and
Southeast Asia, has had profoundly deleterious impacts on
human health. To address this tragedy, extensive research has
been conducted on the biogeochemical cycling of arsenic and
its consequences for arsenic mobilization and sequestration.
This research has elucidated a key role of microorganisms in
redox transformations and the importance of iron and sulfur
minerals as carrier phases for arsenic. Research gaps remain,
particularly with regard to determining in situ rates of redox
transformations and the coupled influence of hydrologic and
biogeochemical processes on arsenic occurrence and mobility.
Despite these gaps, the insights of this research can be applied
to mitigate human exposure through improved water resources
management as well as through treatment and remediation.

Introduction

The identification of chronic arsenicosis in West Bengal, India in the early-to-
mid 1990’s (1) motivated extensive studies of human exposure to arsenic and its
health effects as well as of arsenic biogeochemistry in recent decades (2, 3). The
consumption of groundwater containing arsenic at levels 10 to 100-fold above
drinking water standards has resulted in severe human health impacts including

© 2011 American Chemical Society
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cancer mortality, and estimates of the exposed population throughout Asia number
in the hundreds of millions.

Chronic exposure to arsenic, primarily through drinking water, poses the
greatest risk for the largest populations. About 90% of dissolved inorganic
arsenic is passed from the gut into the bloodstream, but most is also rapidly
excreted, on the order of days to weeks, with a relatively small fraction retained
in organs and tissues (4). The inorganic forms of arsenic, As(III) and As(V),
that occur in drinking water are substantially more toxic to humans than
organically-bound forms, although specific toxicity associated with the large
number of organo-arsenic compounds found in food sources is mostly unknown
(5). The extent of exposure and health risk from different arsenic species in food
sources, particularly from rice, is receiving more study, but quantitative models
of food bioavailability based on sufficiently large populations are lacking (6).

Large-scale campaigns to delineate the occurrence of elevated arsenic
in groundwater – conducted initially in West Bengal, India and Bangladesh
and later in Vietnam, Cambodia, and elsewhere in South and Southeast Asia
– revealed some common features, specifically low arsenic concentrations in
deep (Pleistocene) aquifers and substantial horizontal variability in arsenic
concentrations in shallow (Holocene) aquifers (7). The spatial heterogeneity
observed on a local scale poses a particular challenge to identify the geologic,
biogeochemical and hydrologic controls on arsenic occurrence.

The well-known geochemistry of arsenic was suggestive of several possible
mechanisms for As mobilization, including the reductive dissolution of iron(III)
carrier phases, oxidative dissolution of sulfide carrier phases, and competitive
desorption due to phosphate (3). In these settings, the reductive release mechanism
was found to be the most generally dominant. This has also been observed
at landfills and biostimulation sites, where inputs of organic carbon drive the
reductive release of iron and arsenic (8).

In other settings, where sulfides are the primary carrier phase for arsenic,
oxidative release can be the dominant mechanism; for example, elevated arsenic
concentrations are often observed in acid mine drainage (9). Subsequent oxidative
precipitation (i.e., of iron(III) oxyhydroxides) can sequester arsenic in such
systems (10). Sequestration of arsenic can also be associated with authigenic
sulfide precipitation, particularly in the presence of iron (11).

The availability of iron and sulfur, as well as the prevailing redox and pH
conditions, can shift the balance between arsenic mobilization and sequestration.
Understanding these processes is crucial both to the predication of arsenic
occurrence and mobility in groundwater and to the design of remediation
strategies and treatment systems.

The literature relevant to this topic is vast and cannot be comprehensively
reviewed here. The reader is refered to other reviews (3, 7, 12, 13). Here, we seek
to provide the background needed to discuss some unresolved questions and issues
in this field and to comment on the implications for water resource management,
remediation, and mitigation of human exposure to arsenic.
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Direct and Indirect Dependence of Arsenic Mobility on Redox
Conditions

Redox conditions in aquatic systems generally reflect the dominant microbial
respiratory processes, which are, in turn, influenced by the supply of electron
donors (e.g., organic carbon) and electron acceptors (14). At the circumneutral
pH values typical of aquatic systems, the range of redox conditions overlaps with
the stability domains of multiple oxidation states of arsenic, iron and sulfur (as
well as those of other elements). The redox transformations of arsenic itself (i.e.,
conversion between the +III and +V oxidation states common to aquatic systems)
influence arsenic mobility directly, while those of other elements, particularly
iron and sulfur, can influence arsenic mobility indirectly. These interactions are
illustrated schematically in Fig. 1, which highlights sorption and precipitation in
association with iron and sulfur species as the dominant processes that sequester
arsenic.

Figure 1. Schematic illustration of interactions among oxidized and reduced
forms of sulfer, arsenic, and iron. Shading indicates concomitant removal of
chemical species through sorption and/or co-precipitation processes. Iron(II)
minerals that may adsorb or co-precipitate with arsenic include phosphates (e.g.

vivianite) or Fe(II,III)-oxides (e.g., green rust-type phases).

Minerals containing As(III) or As(V) as a constituent ion have widely varying
solubilities and their stabilities also depend on the availability of other constituent
ions, which is influenced by prevailing redox and pH conditions (12). In addition,
As(III) and As(V) exhibit different, pH-dependent sorption behavior, particularly
with regard to sorption on aluminum carrier phases (15) and to the effects of
competing sorbates such as phosphate (16).
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Slow kinetics, either of redox transformations or of dissolution-precipitation
reactions, can, however, skew expectations based on thermodynamics. For
example, precipitation of As(V), as arsenate, with Fe(II) in an analog of vivianite
(FeII3(PO4)2.8H2O) has been observed in microbial cultures that lack the capacity
for As(V) reduction (17) even though concurrent reduction of As(V) and
Fe(III) has been observed in other microbial systems and is consistent with the
thermodynamics of these reactions (18).

Despite these complexities, and bearing in mind the variability due to local
conditions, it is a reasonable generalization that, when Fe(III) oxyhydroxides are
present, they are likely to be a dominant carrier phase for both As(V) and As(III),
while under sulfate-reducing conditions, reduced arsenic is sequestered in the
form of sulfides. Maximum mobility of arsenic is thus expected under reducing
conditions (where Fe(III) oxyhydroxides are subject to dissolution) with limited
sulfide availability (19, 20).

Reductive Dissolution as a Mechanism for Arsenic Mobilization

Despite the extensive studies of arsenic mobilization, questions remain
regarding the factors that control the rate and extent of the reductive dissolution of
Fe(III) oxyhydroxides and the role that As(V) reduction, per se, plays in arsenic
mobilization. Reviews on this topic have reported conflicting observations
that may reflect the influence of factors such as the mineralogy of the Fe(III)
oxyhydroxide substrates, the capacity of microorganisms for Fe(III) and/or As(V)
reduction, and the specific conditions in experimental or field systems (13, 21).
There is no doubt, however, that microorganisms play a central role in arsenic
mobilization, which will thus reflect the level of microbial activity and the
inherent capabilities of the microbial community in a given system.

Because both Fe(III) and As(V) reduction are dissimilatory processes, it is
difficult to identify the specific microorganisms within a microbial community
that are responsible for these transformations. Incorporation of C-13 into DNA
from labeled acetate concurrent with As(V) reduction has been used as the
basis for the provisional identification of the microbes responsible for arsenic
mobilization (22). A mass balance approach has been used to attribute organic
carbon oxidation to various terminal electron acceptors (including manganese and
iron oxides) in the incubation of marine sediments (23). This study highlighted
the importance of metal recycling (i.e., consecutive oxidation and reduction
transformations). For arsenic, it has been shown that the same biofilm community
can both reduce As(V) and oxidize As(III) with the relative importance of these
processes being dependent on light conditions (24).

Given the difficulty of determining in situ rates of Fe(III) and As(V) reduction
directly, reactive transport modeling can be a useful approach to compare
laboratory and field experiments and to assess transformation rates under field
conditions. Although not yet widely applied, this approach has been used to
elucidate the importance of arsenic recycling in lake sediments and its control by
the supply of sulfate and organic matter (25). Application of reactive transport
models requires better knowledge of site-specific rates associated with coupled
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oxidation-reduction reactions, in particular the relationship between rates and
the composition and bioavailability of organic matter, and the importance of
non-carbon electron acceptors and donors (14). Additional uncertainties include
the thermodynamic stabilities and dissolution/precipitation rates of metastable
Fe(III)-oxide phases such as ferrihydrite, or Fe(II,III) oxides such as green
rust-type minerals, which typically have higher solubilities and surface areas
than stable iron oxide minerals. Ideally, reactive transport modeling could be
combined with methods to assses transformation rates in situ and/or in laboratory
incubations to constrain processes occurring in field systems.

Role of Organic Substrates

It is to be expected that the availability and quality of organic substrates
would significantly influence the rates of microbial Fe(III) and As(V) reduction.
Many, if not most, incubation experiments documenting arsenic mobilization
from sediments have used organic carbon amendments (usually acetate or lactate)
to stimulate microbial processes.

At sites with localized, intense inputs of anthropogenic organic carbon,
such as sanitary landfills (26) and biostimulation sites (8), it is clear that these
organic inputs are the driver for release of naturally-occurring arsenic. In such
systems, arsenic associated with aquifer sediments is immobile in the absence of
anthropogenic perturbation.

The question of the source and quality of organic carbon supporting arsenic
mobilization in Asian aquifer sediments has, however, evoked considerable
controversy. Investigations linked arsenic mobilization initially with the
mineralization of sedimentary organic carbon (27) or petroleum (28). However,
isotopic studies have demonstrated the predominant influence of recent sources
of organic carbon (29). Studies suggest that fresh organic carbon delivered to the
subsurface by infiltration from surface ponds is important in stimulating arsenic
mobilization (30). It has also been suggested that traditional agricultural waste
management practices may supply organic carbon from fields (31).

Factors Affecting Arsenic Sequestration

Although arsenic sequestration in natural groundwater systems has been
less of a focus of research than mobilization, it is clear that processes that lead
to mobilization under reducing conditions are at least to some degree reversible
under oxidizing conditions. Thus observed net mobilization and sequestration
rates often reflect some degree of recycling. Processes in both directions are
important in sediments close to the oxic-anoxic interface and particularly in soils
that are subject to changing redox conditions (e.g., caused by seasonal or more
frequent fluctuations of the water table).

467

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

1

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



An Example of the Spatial Variability in Arsenic Speciation at a
Contaminated Site

The variability in arsenic speciation in solid phases reflects the spatial
heterogeneity of the environment as a function of sediment composition and
texture, water-table level and groundwater flow and, at contaminated sites, the
source of arsenic contamination. In tidally-influenced sediments near a former
pesticide manufacturing facility, arsenic oxidation state and sequestration in
shallow sediments, as As-sulfide, As(III)-oxide, or As(V)-oxide, were related to
lithologic horizons and depth to the water table on a cm-to-m scale (20). Arsenic
sulfide and minor iron sulfide phases were identified in the upper unsaturated,
organic-rich clay layer, while the lower sand-dominated, oxic zone contained
only As(V) associated with iron oxide phases (Fig. 2). The zone of transition
between the presence and absence of arsenic and iron sulfides corresponded to the
approximate seasonal water table level associated with shallow groundwater, and
also corresponded to a minimum concentration in sediment arsenic. This example
demonstrates, on a relatively small scale, how vertical infiltration of surface salt
water promotes sulfate reduction and sulfide precipitation in the upper zone, while
the influx of oxygenated water in the aquifer sands leads to arsenic oxidation and
sorption. In this setting, arsenic mobility is maximized in groundwater zones that
fluctuate between reduced and oxidized conditions.

Arsenic Sequestration during Remediation and Treatment

Arsenic sequestration has received considerable attention in the context of
treatment and remediation. A number of treatments in engineered or augmented
systems take advantage of the same processes by which arsenic is sequestered
under natural conditions. Reductive sequestration has been proposed for in situ
remediation (32, 33). This is likely to require amendment with sulfate to overcome
the limitation by sulfate availability commonly observed in freshwater systems
(19, 20).

Formation of sulfide minerals has also been invoked as a mechanism
for arsenic sequestration in subsurface permeable reactive barriers employing
zerovalent iron, ZVI (34). While iron corrosion provides Fe(II)- and Fe(III)-phases
for arsenic adsorption or co-precipitation, the availability of dissolved sulfate
and organic carbon in field settings determines the extent to which sequestration
in sulfide minerals can contribute to arsenic immobilization and hence to the
effectiveness and longevity of the barrier.

In (ex situ) treatment systems, however, arsenic removal is more commonly
based on sequestration under oxic conditions. For example, since groundwaters
in South Asia often contain elevated concentrations of both Fe(II) and arsenic,
the oxidative precipitation of Fe(III)-phases offers the possibility of concomitant
removal of arsenic. The composition, mineralogy and reactivity of Fe(III)-phases
formed by oxidation of dissolved Fe(II) by dissolved O2 are, however, influenced
by the solution composition. In waters with low phosphate and silicate
concentrations, Fe(III)(hydr)oxides such as lepidocrocite, ferrihydrite, and
goethtite are typically precipitated, while mixed Fe(III)phosphate-hydroxides and
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silicate-rich Fe(III)-phases are formed in water with higher dissolved phosphate
and silicate concentrations (35, 36).

Oxidative precipitation of Fe(III)-phases is also significant in that the
oxidation of Fe(II) by O2 can promote co-oxidation of As(III). The reactive oxygen
intermediates, such as O2-, H2O2 and OH-radicals and possibly higher-valent
(e.g., +IV) iron species that are formed during the reaction of Fe(II) with O2, are
also able to oxidize As(III) (37). The oxidation of As(III) to As(V) concomitant
with Fe(II) oxidation tends to promote arsenic uptake into the Fe(III)-phases
formed at circumneutral pH in the presence of phosphate and silicate (38).

Figure 2. Results from a sediment core showing total As and Fe concentrations
(a), As XANES spectra from corresponding depths (b), and example scanning
electron micrographs (c) (at 61-76 cm from the same core and at 259-274
cm from a similar core ~15 m away). XANES results show the transition
from sulfide-associated As in the upper unsaturated zone to a lower oxidized
zone with only As(V), which corresponds to the approximate level of the
seasonally-averaged groundwater table (horizonal line in (a)). The upper

reduced sediments contain rare cubic Fe- and S-rich crystals, while the lower
aquifer sediments contain abundant surface coatings on quartz grains. Modified

from (20).
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These processes are successfully exploited in the removal of arsenic using
sand filters in Vietnam, where Fe(II) concentrations of up to 40 mg/L occur
naturally in the groundwater (39). In addition to co-oxidation with Fe(II), As(III)
oxidation in the top layer of sand is most likely accelerated by a population of
microorganism that is typically established within days. Manganese (III,IV)
oxides, formed by oxidative precipitation of Mn(II) within the filters, can also
oxidize As(III).

In contrast, naturally-occurring Fe(II) in groundwater in Bangladesh is
insufficient to achieve effective arsenic removal, particularly in the presence
of elevated phosphate and silica concentrations (40). In the SONO-filter, a
successful and widely-used household filter, corrosion of metallic iron serves
as a continuous source of Fe(II) for several years (41). The continuous Fe(II)
release supports co-oxidation of As(III) and arsenic removal during the oxidative
precipitation of Fe(III)-phases. It is likely, however, that these filters are populated
by (as yet uncharacterized) microorganisms that also promote microbial As(III)
and Mn(II) oxidation. Furthermore, iron corrosion processes form magnetite,
maghemite, hematite and other solid phases that can also sorb arsenic (42).
Transport limitations at corroding iron surfaces resulting in anoxic regions with
locally and/or temporally high Fe(II) concentrations can lead to transformations
of As-containing Fe(III)-phases. Reduction of As(III)- or As(V)-containing
ferrihydrite by microbially produced Fe(II), for example, forms magnetite with
adsorbed As(III) or incorporated As(V), respectively (43). Transformation of
Fe(III)-phases to more dense phases such as magnetite might prevent clogging of
filters.

The strong affinity of arsenic both to sorb to and coprecipitate with iron oxides
has also been exploited in the development of technologies for removing arsenic
from soil or stabilizing it in situ. A variety of treatments with different forms of
iron oxides, iron sulfates, and recycled iron metal have been used to immobilize
arsenic in contaminated geomedia (44). The similarity in chemical behavior
between arsenate and oxyanions such as sulfate and phosphate has also been
exploited as a means to lower arsenic mobility under oxidizing conditions through
addition of Portland cement and sulfate treatments to stabilize contaminated soils
(45). Lime or organic amendments combined with stabilization treatments for
arsenic have been used to promote plant growth for phytostabilization in addition
to chemical stabilization.

Coupling of Hydrologic and Biogeochemical Processes

The influence of transport processes has often been neglected in
biogeochemical studies of arsenic mobilization and sequestration. Investigations
targeting the supply of organic carbon, sulfate, and dissolved oxygen have,
however, drawn attention to the importance of transport processes and constraints.
As already mentioned, arsenic mobilization is particularly sensitive to the supply
of organic carbon (46, 47); the localization of arsenic sequestration reflects the
supply of sulfate (19) and dissolved oxygen (20, 48, 49). Groundwater seepage
into (oxygenated) surface water creates a gradient in redox conditions conducive
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to arsenic sequestration (48). Water table fluctuations associated with irrigated
agriculture (29, 49) or intermittent pumping in riverbank filtration systems (50)
can significantly perturb redox conditions and promote redox cycling.

An Example of Redox Cycling in Rice Fields

Successive mobilization and sequestration of arsenic under varying redox
conditions has been observed in irrigated rice fields in Bangladesh. In yearly
cycles, arsenic accumulates in top soils during irrigation and is partly remobilized
and redistributed during monsoon flooding (49). On a shorter time scale, arsenic
is also mobilized and sequestered during irrigation (51). After the rice is planted,
the fields are kept flooded for several weeks, mainly to limit weed growth and to
establish a robust population of rice plants. During this time, anoxic conditions
develop in the topsoil (0-25 cm depth) and arsenic concentrations of up to 500
µg/L are measured in the soil porewater with >70% of the arsenic occurring
as As(III); elevated concentrations of Fe(II) and Mn(II), up to 10 and 2 mg/L
respectively, are also observed. Once the rice plants are established, the fields
are irrigated less frequently and the soils become dry at the surface. Partly
oxic conditions develop down to a depth of 20 cm; only low concentrations
of dissolved Fe and Mn were observed with arsenic, predominantly (>70%)
as As(V), occurring at concentrations below 50 µg/L. Although the limited
time resolution of pore water samplers precludes the determination of rates of
arsenic-mobilization and sequestration, the timescales for these processes may
be constrained to days or less. Thus the practice of irrigation with alternating
wet-dry cycles may significantly reduce the exposure of plant roots to arsenic and
the subsequent uptake of arsenic by the rice plants.

Open Issues Related to Human Exposure, Treatment,
Remediation and Water Resources Management

The extensive and multi-faceted studies of arsenic in recent decades were
motivated, in large part, by the human tragedy in South and Southeast Asia. While
much has been learned, the problem of human exposure has not been adequately
addressed and open questions remain regarding the future consequences of
management, remediation, and treatment strategies. Quantitative predictions
of arsenic mobility, attenuation, or remediation effectiveness are limited by
insufficient knowledge of the range of reaction rates associated with multiple
redox processes, and of the coupling between biogeochemical and hydrologic
factors at specific sites.

Minimizing the current human exposure to elevated concentrations of arsenic
in drinking water is clearly the most pressing need. This can be accomplished
either by treating the contaminated water to achieve an acceptable quality or
substituting an alternate, uncontaminated water source. Well-switching and
drilling of deep wells are the most common practices to avoid the arsenic
contamination in shallow aquifers in South Asia (52), but the effectiveness
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of these strategies may be compromised by lack of convenience and public
acceptance (53).

There is no shortage of effective technologies for the removal of arsenic from
drinking water and many of these can also be used at the household scale (3). In
developing countries, cost is a major barrier to implementation (52), and it must
also be recognized that arsenic occurrence in drinking water is only one of many
pressing public health concerns.

Even in developed countries, the option of drinking water treatment presents
the issue of appropriately handling treatment residuals. This concern has been
raised in regard to the use of Fe(III)-based coagulants or sorbents for arsenic
removal; disposal of arsenic-rich treatment residuals in municipal landfills could
result in arsenic mobilization under reducing conditions (54).

Preventing (further) degradation of both shallow and deep aquifers is an
important concern for the future. In the long-term, use of deep wells may also lead
to their contamination with arsenic (and potentially with other metals or organic
contaminants) derived from the surface or shallow aquifers (4, 55). Intensive use
of deep aquifers for irrigation is likely to lead to future contamination of deep
wells and thus should be avoided (7). The question of whether the modification
of current agricultural practices could influence the amount or composition
of organic carbon that reaches shallow aquifers and thus arsenic mobilization
deserves further investigation.
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Chapter 22

Redox Processes Affecting the Speciation
of Technetium, Uranium, Neptunium,

and Plutonium in Aquatic and Terrestrial
Environments

Edward J. O’Loughlin,1,* Maxim I. Boyanov,1
Dionysios A. Antonopoulos,1,2 and Kenneth M. Kemner1

1Biosciences Division, Argonne National Laboratory, 9700 South Cass
Avenue, Argonne, IL 60439

2The Institute for Genomics and Systems Biology, Argonne National
Laboratory, 9700 South Cass Avenue, Argonne, IL 60439

*oloughlin@anl.gov

Understanding the processes controlling the chemical speciation
of radionuclide contaminants is key for predicting their fate
and transport in aquatic and terrestrial environments, and is
a critical consideration in the design of nuclear waste storage
facilities and the development of remediation strategies for
management of nuclear legacy sites. The redox processes that
influence the chemical speciation, and thus mobility, of Tc,
U, Np, and Pu in surface and near‑subsurface environments
are reviewed, with a focus on coupled biotic-abiotic reactions
driven by microbial activity. A case study of UVI reduction
under FeIII- and sulfate-reducing conditions is presented, using
a laboratory-based experimental system to simulate potential
electron transfer pathways in natural systems. The results
suggest that UVI was reduced to nanoparticulate uraninite
(UO2) and complexed mononuclear UIV via multiple pathways
including direct microbial reduction and coupled biotic-abiotic
processes. These results highlight the potential importance of
coupled biotic-abiotic processes in determining the speciation
and mobility of Tc, U, Np, and Pu in natural and engineered
environments.

© 2011 American Chemical Society
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Introduction

Past defense-related activities at government facilities — in particular,
activities associated with the mining, extraction, and processing of uranium for
nuclear fuel and weapons — have resulted in the introduction of a broad range
of chemical contaminants into the environment, including organic compounds,
heavy metals, and radionuclides. As an example, environmental contamination
due to past waste disposal practices has been identified at nearly 10,000 discrete
locations within the vast network of United States Department of Energy (DOE)
facilities and waste sites and has resulted in an estimated 75 million m3 of
contaminated soil and nearly 1,800 million m3 of contaminated groundwater (1),
with total life cycle cleanup costs estimated in excess of $200 billion over 70 y
(2). As a group, radionuclides represent the largest fraction of contaminants in
soil and groundwater at DOE sites (1), and nearly 70% of DOE facilities report
groundwater contamination by radionuclides (3). At most of these sites the
major risk drivers are the long-lived, mobile radionuclides that may pose risks to
humans or the environment, such as 60Co, 90Sr, 129I, 99Tc, 137Cs, 232Th, 235U, 238U,
241Np, 238Pu, 239Pu, 241Am, and 243Am (3); of these I, Tc, U, Np, and Pu are highly
redox active within the range of conditions in typical surface and near‑subsurface
environments (Figure 1).

At most sites, the presence of U and other radionuclides with potentially
high mobility in the subsurface (typically species with high aqueous solubility)
can lead over time to highly dispersed contaminant plumes. Although excavation
followed by reclamation is the preferred approach for remediation of radionuclide
contamination of soils/sediments, the large volume of contaminated material at
many sites makes this approach impractical both logistically and economically;
thus the need to develop in situ remediation approaches. Techniques suitable for
in situ remediation of radionuclides typically involve stabilization/immobilization
by abiotic processes (via introduction of reactive chemical agents into the
subsurface) or biotic (microbially mediated) processes. For radionuclides such
as Tc, U, Np, and Pu, the chemical species that are stable in oxic environments
(e.g., TcO4-, UO22+, NpO2+, PuO2+, and PuO22+) are generally thought to be more
soluble/mobile than the more reduced species (e.g., TcO2, UO2, NpO2, and PuO2)
(4, 5). Thus, conversion from an oxidized/potentially mobile form to a more
reduced/potentially less mobile form is seen as an attractive approach for in situ
stabilization of Tc, U, Np, and Pu — the radionuclides that are the focus of this
paper. However, many key factors controlling the redox reactions affecting the
fate and transport of Tc, U, Np, and Pu are not fully understood, particularly with
respect to the interplay of relevant biological and geochemical processes.

Technetium

Technetium is the lightest of the elements that have no stable isotopes; all 25
Tc isotopes (and numerous nuclear isomers) are radioactive with half-lives ranging
from < 1 s to 4.2 × 106 y (98Tc). Since the age of Earth is ca. 4.5 × 109 y, any Tc
present in the primordial Earth has long since decayed below detectable levels.
Minute amounts of natural 99Tc have been identified in high-grade U ores (~10-10
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Figure 1. Comparison of redox potentials of dominant biogeochemical electron
donor-acceptor couples with redox potentials of select environmentally relevant
electron donor-acceptor couples of redox active elements having radionuclides
that are major risk drivers at DOE sites. Reduction potentials of the dominant
biogeochemical electron-acceptor couples were obtained from Langmuir

(260) and Thamdrup (261) under the conditions identified therein. Reduction
potentials for I, Tc, U, Np, and Pu electron-acceptor couples are from (262,
263) or calculated from thermodynamic data in (206, 264) under the following
conditions: concentrations of soluble I, Tc, U, Np, and Pu species were set to 1

µM; total carbonate concentration was 1 mM; I = 0; and T = 298.15 K.

g Tc g-1 ore) as a result of spontaneous fission of 238U, neutron-induced fission
of 235U, and possibly by neutron capture by 98Mo in geologic environments with
high concentrations of both U and Mo (6–8). Because of its extremely low natural
abundance, the presence of Tc in the environment is essentially the result of the
release of 99Tc (a fission product of 235U and 239Pu with a half-life of 2.13 × 105 y)
in radioactive wastes and in the fallout of fission bomb explosions.

Although Tc can exist in -1, 0, +3, +4, +5, +6, and +7 valence states,
+4 and +7 are the most stable under conditions relevant to typical surface
and near-subsurface environments, (Figure 1). In oxic to moderately suboxic
environments TcVII is stable as pertechnetate (TcO4-), which is highly soluble,
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sorbs weakly to geological materials, and is not known to form significant
aqueous complexes or discrete concentration-limiting phases under environmental
conditions. As pertechnetate, TcVII is therefore highly mobile in aquatic and
terrestrial systems. In anoxic environments, TcIV is stable and may be present
in a variety of sparingly soluble forms including sorbed octahedral TcO2
monomer-tetramer chains (9–11), TcO2 • nH2O/TcO2 (12–15), and TcS2-like
phases (16, 17). There are also indications that TcIV may be incorporated into
FeIII oxides (18–20) and siderite (21). In these forms, TcIV is considered to be
relatively immobile; however, TcIV can also form dissolved complexes with
ligands such as carbonate (22, 23) and humic substances/dissolved organic carbon
(DOC) (14, 24–27), potentially facilitating transport.

Uranium

Uranium is an element that has no stable isotopes, but (unlike Tc, Np, and
Pu) U from natural sources is relatively abundant on Earth, with an average
concentration of 2-4 ppm in Earth’s crust and in excess of 10% in some high-grade
U ores. All of the 23 isotopes of U are radioactive, having half-lives (t½) ranging
from 1 ns to 4.5 × 109 y (238U) (28). The three most abundant isotopes of U
include primordial 238U (99.28% natural abundance), primordial 235U (0.72%,
t½ = 7.0 × 108 y), and 234U (0.005%, t½ = 2.5 × 105 y), a decay product of 238U.
Uranium combines readily with other elements and is an essential structural
constituent of over 200 distinct mineral phases (29, 30). In addition to natural
background levels, U is present in the environment as a consequence of activities
associated with U ore mining and processing of U for use as nuclear fuel or in
nuclear weapons, as well as the transport and storage of nuclear wastes generated
as a result of these activities. In addition to the naturally abundant U isotopes,
nuclear wastes can also contain significant amounts of 232U, 233U, and 236U
depending on the source. Additional inputs of U to the environment come from
the application of phosphate fertilizers to agricultural lands (31) and the use of
depleted U (in which the abundance of 235U has been reduced to below 0.3%) for
high-penetration projectiles.

Although U can exist in 0, +2, +3, +4, +5, and +6 valence states, +4 and
+6 are the most relevant environmentally (Figure 1). Pentavalent U can exist
under environmental conditions; however it is generally unstable and readily
disproportionates to UVI and UIV, although it is occasionally observed as a
transient or even stable species in certain systems (32–34). Hexavalent U is
stable in oxic environments and as the uranyl cation (UO22+), and its hydroxy,
carbonato, and organic ligand complexes are relatively soluble (35) and thus
potentially mobile. Under reducing conditions, UIV is stable and is typically
present as sparingly soluble minerals (e.g., UO2 and U3O8), but it can also occur
in solid-phase UIV complexes, such as UIV associated with Fe oxides or sorbed
mononuclear UIV (36–42). Although this low solubility tends to limit its mobility,
UIV may be mobilized via formation of soluble complexes with DOC (43–47).
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Neptunium

Neptunium, the first of the transuranic elements, has 22 known
isotopes/isomers, all of which are radioactive (48). The half‑lives for Np range
from < 100 ms to 2.1 × 106 y (237Np), thus primordial Np no longer remains on
Earth. However, trace amounts of 237Np have been identified in U ore (49, 50)
where it is formed by capture of neutrons originating from U decay. Given its
extremely low natural abundance, the presence of Np in the environment is due
largely to atmospheric and underground nuclear weapons testing. However, Np
is a byproduct of Pu production and localized Np contamination has occurred
in conjunction with the handling and storage of high-level radioactive wastes
resulting from the processing of spent nuclear fuel. In addition, trace amounts of
Np may enter the environment from disposal of household smoke detectors with
ionization chambers that contain 237Np formed from the decay of 241Am (51).

Neptunium exists in 0, +2. +3, +4, +5, +6, and +7 oxidation states, of
which only the +4 and +5 valence states are relevant in typical surface and
near‑subsurface environments (Figure 1). Unlike UV, pentavalent Np is highly
stable under oxic to moderately suboxic conditions at environmentally relevant
pH values (~ pH 4–9) and is typically present as the neptunyl cation NpO2+ or
neptunyl carbonato complexes (52, 53), which are relatively soluble and tend not
to be strongly sorbed to common minerals (54, 55). Therefore, NpV is potentially
mobile. Tetravalent Np is stable in anoxic environments; the fact that NpIV solids
such as Np(OH)4/NpO2 • nH2O/NpO2 are less soluble than typical NpV solids as
well as the propensity for NpIV to form strong surface complexes with a variety of
mineral phases, tends to limit the mobility of NpIV relative to NpV (56). However,
although thermodynamics predicts NpO2 • nH2O/NpO2 as the stable solid under
anoxic conditions typical of natural surface and near subsurface environments,
NpO2 • nH2O/NpO2 has not been unambiguously identified as a solid phase
NpIV species resulting from the reduction of NpV under environmentally relevant
conditions (56), and complexation of NpIV by organic ligands may limit reductive
precipitation (57, 58). Moreover, the formation of colloidal metastable NpIV
hydroxy polymers alone, or as colloidal NpIV-humic complexes, can enhance Np
mobility (4, 59).

Plutonium

Plutonium is the second transuranic element. Twenty isotopes and 8 meta
states of Pu have been characterized. All of these are radioactive, with half-lives
ranging from 1 s to 8.1 × 107 y (244Pu) (60). Because of its relatively long half-
life, traces of primordial 244Pu have been identified on Earth (61). In addition,
traces of natural 239Pu resulting from the decay of 238U have been identified in U
ores (6, 7, 49, 62), and traces of 238Pu formed from the double beta decay of 238U
have been identified in a natural U sample (63). Plutonium is produced in larger
quantities than any other synthetic element; currently > 2000 metric tons exist
throughout the world (64), the majority being 239Pu. Because of its extremely low
natural abundance, the presence of Pu in the environment is effectively due to
nuclear weapons testing and accidental releases during activities associated with
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nuclear weapons production and spent nuclear fuel processing. With their relative
abundance and long half-lives, 238Pu (t½ = 87.7 y), 239Pu (t½ = 24,100 y), and 240Pu
(t½ = 6,560 y) are considered to be of the greatest concern from the perspective of
environmental contamination (60).

Pu can exist in 0, +2, +3, +4, +5, +6, and +7 valence states but +3, +4, +5, and
+6 are most relevant for natural environments (Figure 1). The redox chemistry of
Pu in natural systems is much more complex than that of Tc, U, or Np and and
in-depth discussion of this topic is beyond the scope of this paper; however, many
comprehensive reviews of the subject are available (60, 65–69). Given the number
of Pu valence states that are stable within the Eh‑pH range of typical surface and
near‑subsurface environments, the redox speciation of Pu in any particular system
is controlled by multiple factors including Eh, pH, ionic strength, concentrations
of organic and inorganic ligands, and the kinetics of disproportionation reactions
of PuV and PuIV (67, 70–72). The speciation of Pu is further complicated because
Pu often coexists in multiple valence states in natural systems. In brief, PuIII and
PuIV are generally less stable than PuV and PuVI under oxic conditions, within a pH
range typical ofmost terrestrial and aquatic environments (i.e., ~ pH 4–9). PuIII and
PuIV species also tend to have lower solubility — Pu(OH)4/PuO2 • nH2O/PuO2 in
particular — and hence potentially lower mobility than PuV and PuVI species (65,
71–73). However, PuIV can form intrinsic colloids of polymeric PuIV hydroxide or
Pu(OH)4/PuO2 • nH2O/PuO2 and also readily forms complexes with organic and
inorganic colloids; this may increase overall Pu mobility in some environments
(74–79). The complex redox chemistry of Pu in aquatic and terrestrial systems
makes predicting Pu fate and transport particularly challenging (68, 73, 80, 81).

Abiotic Redox Processes

Reduction Reactions

Typical suboxic and anoxic environments contain a suite of potential
reductants — including FeII species, S-II species, and reduced natural organic
matter (NOM) — for the reduction of TcVII, UVI, NpV, and PuV,VI to lower, and
generally less soluble, oxidation states.

Ferrous iron (FeII), one of the most abundant reductants typically present
in aquatic and terrestrial environments under suboxic and anoxic conditions
(82–84), is an effective reductant for a wide range of organic and inorganic
contaminants; however, FeII redox reactivity strongly depends on FeII speciation
(see Chapter 14). The homogeneous reduction of TcVII, UVI, NpV, and PuVI by
Fe2+(aq) is highly variable, ranging from extensive reduction of PuVI to PuIV (85,
86) to limited or no reduction of TcVII, UVI, and NpV (20, 37, 87–90). Given the
range of conditions in these experimental systems, it is unclear whether the extent
of reduction is due to thermodynamic or kinetic constraints, although limited to
no apparent reduction has been reported under conditions that were ostensibly
thermodynamically favorable for reduction (87–89). In addition, assessment
of homogeneous reduction by Fe2+(aq) is often complicated by the formation
of particulate phases as the reaction proceeds, thus providing heterogeneous
reaction pathways (20). Indeed, Fe2+ species sorbed to a variety of surfaces
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including carboxyl-functionalized polystyrene beads; FeIII, AlIII, and SiIV oxides;
phyllosilicate clays; and natural sediments can be effective reductants for UVI and
TcVII (11, 12, 20, 37, 39, 87–89, 91–93).

In surface and near‑subsurface environments, FeII is typically present as
both a major and minor structural component of various mineral phases. Green
rust, a mixed FeII/III layered hydroxide, is a particularly effective reductant for
TcVII, UVI, and NpV (94–97). Magnetite (Fe3O4), another mixed FeII/III phase,
reduces TcVII, NpV, and PuV (and presumably PuVI) (14, 90, 98–100). However,
the effectiveness of magnetite as a reductant for UVI is highly variable, ranging
from no apparent reduction to complete reduction to UIV (32, 42, 91, 92, 96,
101–104). These differences in magnetite reactivity may be due, in part, to
differences in the FeII:FeIII ratio of the magnetites used in these studies, as the
effectiveness of magnetite as a reductant decreases with decreasing FeII content
(105, 106). Compared to green rust and magnetite, siderite (FeCO3) is typically
not reported to be an effective reductant for common environmental contaminants
(107–109); however, there is evidence for limited reduction of UVI in the presence
of siderite (96, 110). Reports of UVI reduction by vivianite [Fe3PO4)2] are mixed;
no reduction by abiotically formed vivianite (42, 111) but complete reduction
to UIV by biogenic vivianite (42). Structural FeII in phyllosilicate minerals is
another potential source of reducing equivalents. Chlorite, mica (celadonite),
nontronite (NAu-2), and a mixture of clays (vermiculite, illite, and muscovite)
have been shown to reduce TcVII to TcIV (5, 10, 11, 98). Structural FeII in reduced
NAu-2 nontronite does not reduce UVI (112), but mica (biotite) reduces UVI to UV

(113), with the pentavalent state stabilized on the mica surface (33). In addition,
FeII-bearing minerals in granite and basalt reduce TcVII and NpV (114).

In anoxic environments, sulfidogenic conditions can lead to the accumulation
of significant levels of reduced sulfur species, sulfides in particular. Dissolved
sulfides (H2S, HS-, and S2-) are highly reactive and efficient at scavenging divalent
transition metals by forming sparingly soluble metal sulfides (FeS, HgS, ZnS,
etc.). Many sulfide species (both dissolved and solid phases) can be effective
reductants for a range of environmental contaminants. Dissolved sulfide reduces
PuVI to PuV under neutral to mildly alkaline conditions (115). Similarly, laboratory
studies indicate that dissolved sulfide reduces UVI to UO2, with the kinetics of UVI

reduction largely controlled by the pH and carbonate concentration (116, 117);
however, UVI has been shown to be highly stable in anoxic marine environments
with high dissolved sulfide concentrations such as the Black Sea (118). In contrast,
TcVII is reported to precipitate primarily as TcVII2S7 in the presence of dissolved
sulfide, with only minor amounts (> 10%) of TcO2 observed (119). However,
extensive reduction of TcVII is reported duringmackinawite precipitation and in the
presence of preformed mackinawite (FeS), greigite (Fe3S4), or pyrite (FeS2) (13,
16, 17, 26, 120), resulting in the formation of either a TcIVS2-like phase or TcO2
• nH2O/TcO2. Reduction of UVI to UO2 and U3O8 is reported for many sulfide
minerals including mackinawite, pyrite, and galena (PbS) (16, 116, 121–126).
Similarly, NpV is reduced by mackinawite, forming a NpIV surface complex (16,
127).

Living biomass aside, the pool of NOM in typical surface and near‑subsurface
environments consists primarily of low-molecular-mass components (< 1 kDa)
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that usually include fatty acids and free sugars and amino acids, along with
high-molecular-mass (> 1 kDa) components that consist largely of humic
substances with minor amounts of soluble proteins, carbohydrates, and other
non-humic macromolecules (128). These components of NOM may be dissolved
or surface-associated, or they may constitute discrete bulk solid phases. Many
constituents of the NOM pool can provide reducing equivalents for geochemically
important redox reactions. Low-molecular-mass aliphatic acids including
acetate, oxalate, lactate, succinate, and citrate can reduce PuVI to PuV, but not
UVI (86). Humic acids readily reduce PuVI and PuV to PuIV (129–133), but
reduction of NpV is only observed under acidic conditions (pH 4.7, but not
pH 7.4) (133, 134) and reduction of UVI requires above-ambient temperatures
(120–400 °C) (135). The redox activity of humic substances is largely attributed
to quinoid groups within their structures (see Chapters 6 and 7), consistent with
the enhanced reduction of PuV and NpV by quinoid-enriched humic acids (133,
134). Anthrahydroquinone-2,6-disulfonate (AH2QDS), the reduced form of
9,10‑anthraquinone‑2,6‑disulfonate (AQDS, a synthetic quinone that has been
used extensively as a model for the redox activities of quinone groups in humic
substances) reduces UVI to UIV and PuO2 to PuIII (88, 136, 137). Similarly, the
reduced form of flavinmononucleotide (FMN, a quinone-containing biomolecule)
can reduce UVI to UIV (138).

Although it is not typically found naturally in surface and near‑subsurface
environments, Fe0 has been investigated extensively in laboratory and field‑scale
studies as a potential material for construction of in situ permeable reactive
barriers. This use reflects the ability of Fe0 to reductively transform a wide
range of organic and inorganic contaminants, including TcVII, UVI, and PuVI (85,
139–145).

Oxidation Reactions

The precipitation of reduced species of Tc, U, Np, and Pu from groundwater
can limit the migration of these contaminants; however, many laboratory- and
field-based studies suggest that these contaminants may be remobilized in the
presence of suitable oxidants (5, 146–152). In typical surface and near‑subsurface
environments, O2, MnIII,IV, and FeIII species are generally the most abundant
potential oxidants for TcIV, UIV, NpIV, and PuIII,IV,V species, but relatively little
is known regarding the rates, mechanisms, and specific geochemical conditions
under which reduced Tc, U, Np, and Pu species are oxidized.

By definition, O2 is an abundant potential oxidant for reduced Tc, U, Np,
and Pu species in oxic environments. Uraninite, a commonly observed product
of abiotic and microbial UVI reduction, is readily oxidized to UVI by O2 (37,
153–157), although the rate of uraninite oxidation is decreased by mono- and
divalent cation impurities (157, 158). The stability of other relevant UIV forms
(e.g., mononuclear complexes) in the presence of O2 is largely unknown. In
addition, several processes have been identified that can limit the rate and
perhaps the overall extent of UIV oxidation by O2, including redox buffering by
stoichiometric excesses of alternate electron donors (e.g., FeII or sulfide phases)
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(159, 160) or constraints on O2 diffusion by compartmentalization of UIV (161,
162).

The oxidation of TcIV phases by O2 appears to be highly variable. Bulk TcO2 •
nH2O/TcO2 is readily oxidized to TcVII (10, 20), while TcIV in association with FeIII
is resistant to oxidation by O2 (5, 20, 97), and the TcS2-like phase that forms during
the reduction of TcVII by mackinawite is converted to a stable TcO2-like phase in
the presence of O2 (16, 17). The oxidation of NpIV by O2 is also quite variable,
ranging from partial to no oxidation in simple laboratory systems and natural
sedimentary materials (57, 94, 152). In the form of PuO2, PuIV is generally quite
stable in the presence of O2 under conditions typical of surface and near‑subsurface
environments but it may undergo limited oxidation to form a solid-solution PuO2+x
(x ≤ 0.06) phase that accommodates PuV (163, 164).

Oxic or even moderately suboxic environments often contain a variety of
MnIII,III/IV,IV and FeIII phases that can oxidize reduced Tc, U, Np, and Pu species.
Native MnIII/IV oxides in natural sediments reportedly oxidize TcO2 • nH2O to
TcVII (12). However, not surprisingly, the reactivity is dependent on MnIV,III
speciation; for example, K+-birnessite [Kx(Mn4+, Mn3+)2O4, where x < 1] oxidized
Tc, but manganite (MnOOH) did not (10). Similarly, δ-MnO2 oxidizes PuIV and
PuV to PuVI or mixtures of PuV and PuVI (165–168), while no net oxidation of
PuIV was observed with pyrolusite (β-MnO2) (81). The oxidation of uraninite
by MnIII,III/IV,IV and FeIII phases has received considerable attention in recent
years. Bixbyite (Mn2O3) and pyrolusite (161); FeIII oxides such as ferrihydrite,
goethite (α-FeOOH), and hematite (α-Fe2O3) (155, 169–172); and structural FeIII
in nontronite (112) all oxidize UO2 to UVI with various degrees of effectiveness.
Comparative studies examining UIV oxidation by a broad range of MnIII,III/IV,IV
and FeIII phases under similar experimental conditions are lacking, therefore it is
difficult to assess the trends in the reactivity of Fe and Mn oxides in oxidizing
UO2 or to identify the electron transfer mechanism between uraninite and these
metal oxides. However, Ginder-Vogel et al. have observed that ferrihydrite is far
more effective at oxidizing biogenic UO2 than goethite or hematite (169) and that
the reaction proceeds through a soluble UIV intermediate (170).

Biological Redox Processes

Until rather recently, the general belief was that the redox transformations of
Tc, U, Np, and Pu in natural systems were the result of abiotic processes. However,
over the past 30 y, direct microbial reduction of TcVII, UVI, NpV, and PuIV,V,VI
has been unequivocally demonstrated [(173–178) and references therein], with
microbial UVI reduction being the most extensively investigated. Although the
specific factors controlling the microbial reduction of TcVII, UVI, NpV, and PuIV,V,VI
are complex (e.g., kinetics of reduction; chemical speciation of TcVII, UVI, NpV,
and PuIV,V,VI; type and availability of electron donor; species‑specific microbial
physiology, etc), some general observations can be made.

The ability to reduce UVI to UIV has been reported for a phylogenetically
diverse range of microorganisms in the domains Bacteria and Archaea;
however, the majority of identified UVI-reducing microorganisms are
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dissimilatory FeIII- or sulfate-reducing bacteria (DIRB and DSRB, respectively)
within the γ-Proteobacteria (e.g., Shewanella spp.), δ-Proteobacteria (e.g.,
Anaeromyxobacter spp., Geobacter spp., and Desulfovibrio spp.) and Firmicutes
(e.g., Desulfitobacterium spp., Desulfosporosinus spp., and Desulfotomaculum
spp.) that can couple the reduction of UVI to the oxidation of H2 or reduced
organic matter (34, 36, 40, 44, 153, 179–194). The microbial reduction of TcVII,
NpV, and PuIV,V,VI has been less extensively investigated. However, as with UVI,
the majority of identified TcVII, NpV, and PuVI,V,IV reducers have been DIRB
and DSRB (15, 57, 58, 86, 184, 188, 195–206). The specific biomolecular
mechanisms involved in microbial TcVII, UVI, NpV, and PuIV,V,VI reduction
have not been well characterized, but they appear to involve periplasmic and
membrane-bound reductases (e.g., hydrogenases and c-type cytochromes) that
are components of electron transport chains involved in anaerobic respiration
using FeIII or sulfate as terminal electron acceptors (15, 187, 196, 200, 207, 208).

The successful application of in situ biostimulation for the reductive
immobilization of Tc, U, Np, and Pu requires that the reduced Tc, U, Np, and Pu
species have lower solubility/mobility than the more oxidized species. Sparingly
soluble uraninite, often in the form of nanometer-sized crystals, is commonly
observed as a product of the microbial reduction of UVI (34, 44, 153, 155, 157,
179–181, 184–193, 209); however, the presence of strong complexing agents
such as citrate, NTA, EDTA, or humic acids can inhibit the precipitation of UO2
by the formation of soluble UIV complexes (44, 194, 210, 211). In the presence of
sufficient phosphate, ningyoite [CaU(PO4)2 • H2O] and other UIV orthophosphates
have been identified (36, 182). Recently, solids-associated mononuclear or
molecular UIV species have been reported as products of microbial UVI reduction
(36, 38, 40, 212). The long-term stability of mononuclear UIV and nanoparticulate
uraninite has not been determined.

Microbial reduction of TcVII typically results in the precipitation of TcO2 •
nH2O (15, 188, 202, 206); however soluble TcIV carbonate complexes can form if
carbonate concentrations are high enough (206). Precipitation of uncharacterized
NpIV solids during microbial NpV reduction has been observed (58), though
NpIV can remain in solution in the presence of suitable complexants (57, 58,
203). As with most aspects of Pu redox chemistry, the products of microbial
reduction of PuIV,V,VI are highly variable. Microbial reduction of PuIV or PuV can
result in the precipitation of sparingly soluble PuIV oxide, which can be further
reduced to sorbed and dissolved PuIII complexes, depending on the organism and
experimental conditions (86, 195, 197, 204, 205, 213); this variability makes it
difficult to generalize with respect to the final distribution of reduced Pu species.

Compared with microbial reduction, direct microbial oxidation of reduced
Tc, U, Np, and Pu species has been largely unexplored, and what little is
known is based on a limited number of studies focused on microbial oxidation
of UIV. Acidithiobacillus ferrooxidans (formerly Thiobacillus ferrooxidans) is
an autotrophic bacterium that can couple the reduction of O2 to the oxidation
of UIV to UVI at relatively low pH (1.5) (214). Thiobacillus denitrificans,
Geobacter metallireducens, Geothrix fermentans HS, Pseudogulbenkiania sp.
2002, Acidovorax ebreus TPSY, Pseudomonas sp. PK, and Magnetospirillum sp.
VDY oxidize UIV to UVI at circumneutral pH with nitrate as the electron acceptor,
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(215–217); the nitrate-dependent oxidation of UIV by G. metallireducens is
particularly interesting, given that it is a well-studied, UVI-reducing bacterium
(180, 184, 185). The oxidation of UIV with either nitrate or O2 as the terminal
electron acceptor is thermodynamically favorable under environmentally relevant
conditions and could yield enough energy to support microbial growth; however,
a microorganism that can couple UIV oxidation to growth has not yet been
identified, although there is strong evidence for the involvement of electron
transport chains with UIV serving as the sole electron donor in A. ferrooxidans
and Pseudogulbenkiania sp. 2002 (214, 217).

Coupled Biotic-Abiotic Processes

Coupled Biotic-Abiotic Redox Transformations

By definition, redox transformations entail the transfer of electrons between
chemical species. The inherent complexity of natural systems offers multiple
pathways for electron transfer with a potential for coupling of biotic and abiotic
processes. For example, the major “abiotic” reductants of TcVII, UVI, NpV,
and PuV,VI in natural systems (i.e., FeII, S-II, and reduced organic matter) are
typically present as products of microbial processes. Indeed, in the last 20-30
y the overarching role of microbial activity in controlling the redox chemistry
(and thus the potential for redox transformations of contaminants) of surface and
near‑subsurface environments has been recognized, if not fully characterized.

Microbial activity can produce a suite of reductants that can reduce
contaminants directly and also provide redox buffering to natural systems.
The occurrence of FeII in suboxic and anoxic environments is commonly
attributed to the action of DIRB and FeIII-reducing archaea, phylogenetically
diverse microorganisms that can obtain energy by coupling oxidation of organic
compounds or H2 to reduction of FeIII to FeII. The reduction of FeIII by DIRB
can yield a suite of FeII species including soluble FeII complexes, FeII complexes
with the surfaces of organic and inorganic solid phases, and a host of mineral
phases containing structural FeII (e.g., magnetite, siderite, green rust) (218–223).
Likewise, DSRB are anaerobes that can obtain energy by coupling the oxidation
of organic compounds or molecular H2 with the reduction of sulfate to sulfide.
The production of sulfide by DSRB — and its subsequent reaction with Fe2+
resulting from dissimilatory FeIII reduction — leads to the formation of insoluble
ferrous sulfides such as mackinawite, greigite, pyrite, and pyrrhotite (224–229).
This pathway is an important link coupling the Fe and S biogeochemical cycles
(230–232). Moreover, NOM and humic substances in general can serve as
electron acceptors for anaerobic respiration. Indeed, humic substances and
low-molecular-mass quinones (e.g., AQDS) can be reduced by a phylogenetically
diverse range of microorganisms in the domains Bacteria and Archaea, including
most DIRB and DSRB [(233) and references therein].

Microbial activity can also produce many of the most abundant potential
oxidants for TcIV, UIV, NpIV, and PuIII,IV,V species in natural environments.
Although most of the O2 in surface and near subsurface environments is due to
bulk diffusion from the atmosphere, in photic zones the activity of photosynthetic
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microorganisms provides the potential for in situ O2 production. In addition to
abiotic oxidation of FeII and MnII by O2 (which may be kinetically limited), FeIII
oxides (e.g., ferrihydrite, α-FeOOH, γ-FeOOH) and MnIII,III/IV,IV oxides (e.g.,
δ-MnO2, Mn3O4, H+-birnessite) can be produced by direct (enzymatic) microbial
activity or non-metabolic biosurface‑catalyzed processes with O2, nitrate, or
bicarbonate as electron acceptors (172, 234–240). As discussed previously, many
of these FeIII and MnIII,III/IV,IV oxides can effectively oxidize reduced Tc, U, Np,
and Pu species.

Recent studies of TcVII, UVI, NpV, and PuV reduction by biogenic FeII and
the indirect microbial nitrate-dependent UIV oxidation highlight the potential
significance of coupled biotic-abiotic processes in redox transformations of
Tc, U, Np, and Pu in natural and engineered environments. For example, the
DIRB Geobacter sulfurreducens is unable to use acetate as an electron donor
for enzymatic reduction of TcVII; however, acetate is a suitable electron donor
for FeIII reduction by this organism. Therefore, by observing the reduction of
TcVII in systems containing acetate and ferrihydrite, Lloyd et al. (202) were able
to unambiguously demonstrate that G. sulfurreducens reduces TcVII indirectly
via the production of FeII species from the bioreduction of FeIII. Several other
studies further demonstrate the potential for TcVII reduction by biogenic FeII
species under a range of experimental conditions (12, 27, 188, 241). Similarly,
biogenic FeII has been shown to reduce NpV (152), and PuV (86). However, the
potential significance of biogenic FeII as a reductant for UVI is less clear. In a
study of UVI reduction in aqueous suspensions of goethite in the presence of
Shewanella putrefaciens CN32, Fredrickson et al. (88) indicated that reduction
of UVI in FeIII-reducing environments may result from coupled biotic-abiotic
processes; in addition to direct microbial reduction of UVI, UVI was also reduced,
to various extents, by dissolved FeII complexes and FeII sorbed on goethite.
Similar results were reported by Behrends and Van Cappellen (242) for the
reduction of UVI in systems containing hematite and Shewanella putrefaciens 200.
In contrast, a study by Finneran et al. (243) suggested that in systems containing
reducible FeIII, reduction of UVI by FeII species is negligible compared to direct
microbial reduction. Likewise, results of a study by Jeon et al. (91) suggested
that accumulated biogenic FeII in subsurface environments is unlikely to foster
long-term abiotic reduction of UVI.

The effects of nitrate on UIV oxidation provide another example of the
importance of coupled biotic-abiotic redox processes. Nitrate is not generally
an effective oxidant for the oxidation of UIV to UVI (147, 216), however in the
presence of nitrate-reducing microorganisms, UIV can be effectively oxidized by
nitrite, nitrous oxide, and nitric oxide (147, 155, 172), which are intermediates
in the dissimilatory reduction of nitrate to N2. Furthermore, FeIII resulting from
the oxidation of FeII by nitrite produced during dissimilatory nitrate reduction or
FeIII produced by nitrate-dependent FeII-oxidizing bacteria can oxidize UIV to UVI

(172, 244–246).
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A Case Study of Coupled Processes Resulting in UVI Reduction

Recent studies suggest that electron shuttles such as low-molecular-mass
quinones and humic substances may play a role in many redox reactions involved
in contaminant transformations and the biogeochemical cycling of redox-active
elements in aquatic and terrestrial environments. In an effort to better define
the role(s) of electron shuttles in biogeochemical processes in natural and
engineered subsurface environments, we investigated the effects of AQDS (a
synthetic electron shuttle often used as a surrogate for quinone moieties in
humic substances) on Fe and S transformations under conditions favorable for
dissimilatory FeIII and sulfate reduction and subsequent effects on the reduction
of UVI.

The following study provides an illustration of the overall contributions of
multiple coupled biotic and abiotic processes leading to the reduction of UVI to
UIV under FeIII-reducing and sulfidogenic conditions in the presence and absence
of an exogenous electron shuttle.

Experimental System

The experimental systems were sterile 500-mL serum vials containing 400
mL of sterile defined mineral medium (pH 6.8) consisting of silica (72 g L-1),
natural sienna (7.6 g L-1; 30 mM FeIII), HEPES buffer (20 mM), PIPES buffer (20
mM), sodium acetate (10 mM), Na2SO4 (5 mM), CaCl2 (5 mM), MgCl2 (1 mM),
KCl (0.5 mM), NH4Cl (1 mM), Na2HPO4 (10 μM), NaHCO3 (30 mM), and 10 mL
L-1 of trace minerals solution (247), with or without 100 µM AQDS. Iron(III) was
provided as natural sienna (Earth Pigments Co.), an iron-rich earth mined from the
Ochre deposits in the Provence region of France, consisting primarily of quartz and
goethite (α-FeOOH), as determined by powder x-ray diffraction (pXRD) and Fe
K-edge extended x-ray absorption fine-structure (EXAFS) spectroscopy (data not
shown).

The serum bottles were sparged with Ar and inoculated with 10 g of sediment
from a study site in the DOEOld Rifle Integrated Field-Scale Subsurface Research
Challenge located at a U mill tailings site in Rifle, Colorado. The suspensions
were placed on a roller drum and incubated at 25 °C in the dark. Samples of
the suspensions for measurement of FeII production and acetate and sulfate
consumption were collected over time by using sterile syringes. The reduction of
FeIII was monitored by the ferrozine assay (248) with HEPES-buffered ferrozine
reagent (249) to measure the total FeII content of acid extractions (0.75 M HCl)
of the suspensions. Sulfate and acetate were measured by ion chromatography on
a Dionex 3000 instrument with an IonPac AS11 analytical column (250 × 2 mm,
Dionex) and a 1–20mM KOH gradient at a flow rate of 0.5 mL min-1. Unless
otherwise indicated, sample collection and processing were conducted in a glove
box containing an anoxic atmosphere (95% N2 with 5% H2).

After FeII production reached steady state, aliquots of suspension were
removed for Fe EXAFS analysis, microbial community analysis, and UVI

reduction experiments. Samples for Fe K-edge EXAFS analysis were prepared
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under anoxic conditions by filtering 10 mL of suspension through 0.22‑μm PTFE
filters and sealing the solids remaining on the filter membrane in Kapton film.

For microbial community analysis, 35 mL of mixed suspension was drawn
from each sample under anaerobic conditions and allowed to settle overnight.
The supernatant was then removed and DNA was extracted from the sediment by
using theMOBIOUltraCleanTMMega Prep Soil DNAKit. Multiple-displacement
amplification was performed with phi29 (GenomiPhi V2 DNA Amplification
Kit [GE Healthcare]). Amplicon libraries targeting the V4 region of the 16S
rRNA encoding gene (563-802) were then constructed by using primers to
target members of the Eubacteria. Permuted primers containing 8-bp sequences
between the 454 Life Sciences A sequence adapter and the 16S rRNA primer
sequence on the forward primer were used to sequence multiple libraries within
the same run. The 454 Life Sciences Genome Sequencer FLX System with
LR70 sequencing chemistry was used to generate sequence data in massively
parallel fashion according to the manufacturer’s protocols. All sequencing and
data generation was performed by the High-throughput Genome Analysis Core of
the Institute for Genomics and Systems Biology at Argonne National Laboratory.
The 16S rRNA-based V4 amplicon libraries were analyzed with the Ribosomal
Database Project’s Pyrosequencing Pipeline (RDP-II) (250).

For the UVI reduction experiment, one set of suspensions from each system
(with and without AQDS) was pasteurized at 70 °C for 1 h; a second set was
not pasteurized. The suspensions were spiked with a stock solution of uranyl
chloride to achieve a UVI concentration of 500 μM. After 48 h, the pH of each
suspension was measured, the suspensions were centrifuged, and the supernatants
were saved for determination of solution-phase UVI concentrations by inductively
coupled plasma-optical emission spectroscopy. Samples of the hydrated solids
weremounted in holesmachined in Plexiglas sample holders, coveredwith Kapton
film, sealed with Kapton tape, and maintained under anoxic conditions during
analysis by U LIII-edge x-ray absorption fine structure (XAFS) spectroscopy.

X-ray absorption near edge structure (XANES) and EXAFS data collection
was carried out at sector 10-ID, Advanced Photon Source, Argonne National
Laboratory, Illinois (251). The Fe K-edge (7,112 eV) and U LIII-edge (17,166
eV) XAFS scan procedures, and the data reduction procedures have been
published previously (37, 252). Briefly, the beamline undulator was tapered,
and the incident photon energy was scanned by using the Si(111) reflection of a
double-crystal monochromator in continuous-scanning mode (approximately 3
min per scan for the extended region and 40 s per scan for the near-edge region).
Ambient-temperature transmission and fluorescence spectra were obtained
by using gas-filled ionization detectors. Heterogeneity in the samples and
beam-induced chemical changes were monitored by collecting spectra from 3-6
locations on the sample and by examining successive scans. Energy calibration
was maintained at all times by simultaneously collecting a transmission spectrum
from a uranyl phosphate mineral or an Fe0 foil, with x-rays transmitted through
the samples.
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Results and Discussion

Over time, the light tan suspensions darkened and eventually turned dark gray.
The darkening of the suspensions coincided with the consumption of acetate and
sulfate and the production of FeII (Figure 2), consistent with the formation of
FeS. Analysis of Fe K-edge XANES and EXAFS spectroscopy data confirmed the
appearance of a minority FeS phase after incubation (Figure 3). Spectral analysis
using linear combinations of standards indicated that about 20% of the total solid-
phase Fe in the incubated systems was present as FeS and possibly 10% or less as
other FeII species (sorbed FeII, siderite, etc.). No differences in the final Fe phase
compositions were observed in the presence or absence of AQDS. As is often
observed in experiments examining the bioreduction of FeIII oxides, the presence
of AQDS increased the initial rate but not the overall extent of FeII production
(223, 247). AQDS did not appear to affect the onset or rate of sulfate reduction.

Figure 2. Production of FeII and consumption of acetate and sulfate in acetate
amended microcosms with and without 100 µM AQDS.
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Figure 3. Fe K-edge XANES spectra from the incubations with and without AQDS
incubations after they reached steady state, compared to the initial material and
to an FeIIS standard. Inset: EXAFS data. Arrow “a” points to the small spectral
change from the initial material due to the specific pre-edge feature in FeIIS;
arrow “c” points to the edge region where feature “c” in FeIIS contributes to
the greater difference “b” between the original and the incubated material. The
nearly-isosbestic spectral behavior in the EXAFS data (inset) is noted at the
positions of the vertical dashed lines. Between the isosbestic points the spectra
from the incubated samples (lines) are intermediate between the spectra from the
initial material and the FeS standard (symbols), suggesting the predominance of
these two end members in the incubated systems with and without AQDS. Linear

combination analysis of the spectra corroborates this interpretation.

At the broadest taxonomic categorization (phylum level), members of the
Proteobacteria dominated the subsurface sediment used to inoculate the batch
cultures (Figure 4). Sulfuricurvum-like organisms (ε-Proteobacteria) were
detected in the seed material at a high abundance that diminished over time
in the batch systems with and without AQDS. Sulfuricurvum is a member of
the Thiovulum subgroup of the ε‑Proteobacteria; presently only one species of
Sulfuricurvum has been described, S. kujiense (253). The diversity of this group
of organisms became reduced in both biostimulated samples while the relative
abundance of Bacteroides and Firmicutes increased. Specific Firmicutes detected
includedDesulfitobacterium spp.,Desulfosporosinus spp., andDesulfotomaculum
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spp. Greater overall community diversity was observed in the presence of
AQDS than in its absence (Figure 5). The greater microbial diversity in the
presence of AQDS is perhaps not surprising, given the phylogenetic diversity of
known AQDS-reducing microorganisms (233). The increase in overall diversity
of the AQDS-amended system was also characterized by expansion of the
δ-Proteobacteria (Figure 4), including Geobacter spp. Overall, the increased
populations of known DIRB and DSRB observed in these systems are consistent
with the types of communities reported to develop following in situ acetate
or ethanol (which is oxidized to acetate) amendment of subsurface sediments
particularly with respect to increases in δ-Proteobacteria and Firmicutes (146,
254, 255).

Within 48 h of the addition of the uranyl chloride stock solution, 100% of
the added U was removed from solution in the non-pasteurized AQDS-amended
system (Figure 6). However, only 58%, 25%, or 11% of added U was removed
in the non-pasteurized no-AQDS, AQDS-amended pasteurized, or no-AQDS
pasteurized system, respectively. The final pH of the suspensions ranged from
6.8 to 6.9.

Figure 4. Community composition of biostimulated batch systems with and
without the electron shuttle AQDS based on V4 tag sequence analysis. The upper
set of bar graphs display the community composition of the batch systems at the
phylum level based on the RDP Classifier. In both cases, the relative abundances
of the Firmicutes increased from 0.4% in the inoculum. Also observed was
a concomitant increase of the Bacteroidetes from 4.8% in the inoculum. In
the lower bar graphs (Proteobacteria composition), the relative proportion of
ε-Proteobacteria and δ-Proteobacteria are inverted, with the δ-Proteobacteria

becoming more dominant in the AQDS-amended batch system.
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Figure 5. Rarefaction analysis of V4 tag sequences sampled from the inoculum
and from biostimulated batch systems with and without the electron shuttle

AQDS. Each rarefaction curve represents the number of operational taxonomic
units (OTUs; clusters of sequences with >97% similarity in this case) detected
based on sampling intensity of the libraries. The inoculum (dashed line) contains
the greatest amount of 16S rRNA gene diversity (evidenced by the higher OTU
count noted on the y-axis). This diversity is greatly diminished in the batch
system without AQDS (dotted line), and increases with the inclusion of the

electron shuttle (solid line).

Comparison and linear-combination analysis of the U LIII-edge XANES
data for the experimental systems with data from UVI and UIV standards
indicates that, except for the no-AQDS pasteurized system, most (85-95%) of the
solid-phase-associated U was reduced to UIV (Figure 7). The U LIII-edge EXAFS
data from the solids in the non-pasteurized with and without AQDS systems
indicate UIV-UIV coordination at ca. 3.8 Å in the Fourier transform, consistent
with the presence of nanoparticulate uraninite (Figure 8). However, the amplitude
of the U-U coordination peak is significantly smaller than that of biogenic 2–5-nm
diameter uraninite (153), suggesting coexistence of the nanoparticulate uraninite
with a substantial mononuclear UIV phase or phases that lack U-U coordination,
such as adsorbed/complexed or solid-incorporated UIV species (36, 40, 182, 212).
The various possible UVI reductants in the system appear to create two or more
UIV phases that produce the observed average EXAFS spectrum, suggesting that
the UIV phases were the result of multiple UVI reduction pathways.
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Figure 6. Distribution of UVI and UIV between solution and solid phases in
live and pasteurized sediment suspensions with and without AQDS, 48 h after

the addition of UVI.

The complexity of our experimental systems provides a number of potential
pathways for UVI reduction. After FeIII and sulfate reduction ceased, microbial
community analysis of the sediments indicated substantial increases in populations
of bacteria within taxa containing known UVI-reducing microorganisms,
particularly δ-Proteobacteria (Geobacter) and Firmicutes (Desulfitobacterium,
and Desulfosporosinus), suggesting that direct enzymatic reduction of UVI

contributed to the greater accumulation of UIV in non-pasteurized than in
pasteurized sediments (Figure 6). In addition, higher levels of UIV were observed
in AQDS-amended suspensions than in the corresponding non-AQDS-amended
suspensions, a result consistent with the ability of AH2QDS to reduce UVI

(88, 137). However, it is also possible that some of the UVI reduction in the
AQDS-amended non-pasteurized system was due to a greater proportion of
δ-Proteobacteria. AQDS also provides a mechanism by which bacteria that
cannot reduce UVI directly, but can reduce AQDS, can contribute to overall UVI

reduction through production of AH2QDS (256). As discussed previously, many
FeII species that are products of dissimilatory FeIII reduction can reduce UVI to
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UIV; however, the significance of biogenic UVI reduction by biogenic FeII species
in natural systems is unresolved. Similarly, the effects on UVI reduction by sulfide
species resulting from dissimilatory sulfate reduction range from essentially no
effect to being the dominant pathway (116, 257–259). The observed reduction of
< 5% of UVI added to the no-AQDS, pasteurized sediment suggests that “abiotic”
reduction of UVI by FeS or other FeII or S-II species played only a minor role in
UVI reduction in our experimental systems.

These results illustrate the importance of multiple pathways and coupled
biotic-abiotic processes in the redox transformations of U and the inherent
complexity of natural systems.

Figure 7. U LIII-edge XANES data from the pasteurized and non-pasteurized
systems with and without AQDS. Data are compared to UIV and UVI standards,
biogenic nanoparticulate uraninite (153) and UVI sorbed to goethite, respectively.
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Figure 8. Fourier transforms of U LIII-edge EXAFS spectra after UVI reaction
with the non-pasteurized, with and without AQDS experimental systems

(lines), compared to UIV standards (symbols). The inset illustrates the UIV-UIV
coordination in crystalline uraninite, where each U atom is surrounded by 12
other U atoms in this bidentate bonding configuration. The U-U coordination
results in the peak noted by the vertical dashed line. The decrease in amplitude
of this peak indicates the presence of nano-particulate uraninite (153) and the
absence of this peak indicates lack of a bidentate UIV-UIV coordination, such as

in biogenically-produced mononuclear UIV (40).

Conclusions

Evidence to date suggests that, in general, the reduction of Tc, U, Np, and Pu
to lower valence states decreases their solubility and may provide a mechanism
by which to limit the migration of contaminant plumes. However, the ultimate
fate of reduced Tc, U, Np, and Pu species depends on the long-term stability
of these species, particularly with respect to the potential for oxidation to more
mobile forms. Given the complexity of the biogeochemical processes occurring
in typical surface and near subsurface environments, additional insight is clearly
needed to definitively assess the contributions of coupled biotic-abiotic processes
to the redox behavior of Tc, U, Np, and Pu.
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Chapter 23

Rate Controlling Processes in the
Transformation of Tetrachloroethylene

and Carbon Tetrachloride under Iron Reducing
and Sulfate Reducing Conditions

Elizabeth C. Butler,*,1 Yiran Dong,1,3 Lee R. Krumholz,2
Xiaoming Liang,1,4 Hongbo Shao,1,5 and Yao Tan1,6
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While in situ dechlorination of chlorinated aliphatic
contaminants such as tetrachloroethylene (PCE) and carbon
tetrachloride (CT) has been studied extensively, rate controlling
processes in the transformation of these compounds remain
uncertain. The objectives of this work were (1) to compare the
relative rates of abiotic and microbial transformation of PCE
and CT in microcosms designed to simulate natural conditions,
and (2) for CT, to measure the relative rates of reactive mineral
formation and CT transformation by these reactive minerals.
While the rates of microbial dechlorination exceeded the
rates of abiotic dechlorination of PCE in the microcosms, the
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opposite trend was observed for CT. The times required for
microbial sulfate reduction, the first step in formation of many
reactive minerals, were significantly longer than those required
for transformation of CT by these reactive minerals, indicating
possible rate control of abiotic CT transformation by microbial
respiration under natural conditions.

Introduction

Chlorinated aliphatic hydrocarbons are widespread ground water
contaminants in the United States and other countries that have a legacy of
industrial activity. Despite advances in treatment and remediation technologies
for aquifers contaminated with such contaminants, however, there remains
a knowledge gap about rate controlling processes in their transformation
under a range of natural or engineered conditions. Contaminants such as
tetrachloroethylene (PCE) and carbon tetrachloride (CT) can undergo both abiotic
(Figure 1, process 1) and microbial (Figure 1, process 2) dechlorination via a
series of electron transfer steps. For abiotic dechlorination, these steps include
microbial respiration of Fe(III) oxides and/or sulfate (Figure 1, process 3), leading
to formation of reduced mineral species, such as adsorbed Fe(II), FeS, and
green rusts, that have the potential to reductively transform chlorinated aliphatic
contaminants such as CT (1–3) (Figure 1, process 4). Steps 3 and 4 (Figure 1)
may include sub steps not shown, for example, generation of intermediates such
as dissolved S(-II) that causes reductive dissolution of Fe(III) oxides (Step 3) and
transformation of reduced minerals containing Fe(II) and S(-II) to products less
oxidized than Fe(III) oxides and sulfate (Step 4).

Both abiotic and microbial dechlorination of CT can lead to a range of
dechlorination products (4), none of which is considered a definitive marker
of either abiotic or microbial degradation. Geochemical conditions have been
shown to strongly influence the abiotic CT product distribution (5). For PCE,
the pathways and products of abiotic versus microbial dechlorination are more
distinct than those for CT (6). Microbial reductive dechlorination of PCE proceeds
primarily by sequential hydrogenolysis that forms trichloroethylene (TCE),
dichloroethylene isomers (particularly cis 1,2-dichloroethylene (cis-DCE)),
vinyl chloride (VC), and ethene (7), while abiotic mineral-mediated reductive
dechlorination of PCE typically proceeds by reductive β-elimination (8), yielding
the reaction product acetylene via unstable intermediates (Figure 2). Acetylene, in
turn, can be transformed rapidly by microbial (9, 10) and abiotic (11) processes to
products including ethene, ethanol, acetaldehyde, and acetate. Abiotic reductive
transformation of the PCE analog TCE also led to formation of glycolate, acetate,
and formate, among other products (12), possibly via an acetylene intermediate.
Detection of acetylene is not common at contaminated sites, and the presence of
small organic acids, alcohols, and aldehydes in the subsurface cannot be attributed
to abiotic PCE or TCE transformation, since such compounds are formed naturally
as a result of microbial metabolism. While formation of TCE, cis-DCE, and/or
VC are likely to arise primarily from microbial reductive dechlorination of PCE,

520

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



mineral mediated transformation of PCE can also lead to small yields of these
products (6). Nonetheless, disappearance of PCE from contaminated sites without
the stoichiometric production of hydrogenolysis products is commonly attributed
to abiotic dechlorination.

Figure 1. PCE and CT transformation processes.

Figure 2. Pathways of PCE dechlorination. Pathways shown by dashed arrows
are uncertain. Adapted with permission from ref. (65) (copyright 2001 American

Chemical Society), and updated with information from refs. (11) and (12).
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The specific abiotic minerals that are most reactive in abiotic reductive
dechlorination vary with the chlorinated contaminant. Minerals observed to
react most rapidly with PCE (in order of decreasing surface area normalized rate
constants or percent PCE removed per time) are FeS (13–15) followed by green
rusts and pyrite (11, 16, 17), for which overlapping rate constants have been
reported. Magnetite (11, 16) was less reactive with PCE than were FeS, chloride
green rust, or pyrite. MgCl2-extractable or “weakly bound” Fe(II) associated with
the surface of the Fe(III) oxide goethite did not show significant reactivity with
PCE over 7-8 months (11).

For CT, the largest surface area normalized rate constants have been observed
in the presence of FeS (2, 18) followed by pyrite (5), chloride and sulfate green
rusts (19, 20) and magnetite (18, 21, 22), with pyrite, green rusts, and magnetite
having a range of overlapping rate constants. The Fe(II) mineral least reactive
with CT appears to be siderite (18).

In addition to the well-defined minerals listed above, CT–unlike PCE–reacts
rapidly with Fe(II) adsorbed to otherwise less reactive Fe minerals. For example,
in a series of experiments performed under the same conditions with respect to
pH and other solution amendments, goethite equilibrated with dissolved Fe(II)
(“Fe(II)-goethite”) showed both higher a concentration of weakly bound Fe(II)
and a higher rate of CT transformation than did FeS (23). Surface area normalized
rates or rate constants were not reported for these systems and so cannot be
exactly compared. But while the total concentration of solid-phase Fe(II) in the
Fe(II)-goethite system was approximately three times higher than in the FeS
system, the concentration of weakly bound Fe(II) was almost 200 times larger and
the initial rate of CT transformation was almost 600 times larger in the presence
of Fe(II)-goethite versus FeS (23), pointing to the high reactivity of weakly
bound Fe(II) with CT. This highly reactive weakly bound Fe(II) can be sorbed to
the surfaces of Fe(III) oxides (1, 18, 23–26), magnetite (9, 18), pyrite (5), FeS
(23), and presumably other minerals. The role of the underlying Fe mineral in
the reactivity of weakly bound Fe(II) may be to regenerate or re-reduce sorbed
Fe(II) (23). Consistent with this, Williams and Scherer (27) used Mössbauer
spectroscopy to demonstrate electron transfer between adsorbed Fe(II) and bulk
Fe(III) oxides.

The suite of chlorinated aliphatic compounds detected at contaminated sites
includes those that degrade relatively quickly, such as CT, and those that degrade
more slowly, such as PCE. Rates for both abiotic and microbial transformation
of chlorinated aliphatic contaminants vary widely with environmental properties
such as redox conditions (28–30), which influences both microbial and
geochemical conditions, and contaminant properties such as reduction potentials
and carbon-chlorine bond strengths (30–32). But rates and rate constants for
abiotic transformation of contaminants such as CT and PCE appear to vary
more than those for microbial degradation of these contaminants. We compared
reported first order rate constants for abiotic reductive dechlorination of CT and
PCE by chloride green rust, pyrite, and FeS from studies conducted under similar
conditions in the same laboratory. The results (Table I) indicate that abiotic CT
transformation by a given mineral is two to almost five orders of magnitude faster
than PCE transformation by the same mineral. (Note: the units and experimental

522

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



conditions for the apparent rate constants reported Table I are consistent within
rows, but not within the columns displaying log k values, meaning that only log
k values in the same row can be fairly compared. The dimensionless values in
the last column can be fairly compared.) The range of apparent rate constants
for microbial transformation of PCE and CT appears to be smaller than those
for abiotic transformation (Table I). For example, a review of 11 studies of
microbial CT transformation and 36 studies of microbial PCE degradation found
that the mean pseudo first order rate constants for the two contaminants differed
by less than an order of magnitude (29). Another study (28) found a factor of
6-7 difference in normalized rate constants for PCE versus CT transformation
in methanogenic biofilm reactors, which is also less than the typical difference
between rate constants for PCE and CT transformation observed in abiotic
systems (Table I). The fact that rate constants for mineral mediated reductive
dechlorination vary over a greater range than those for microbial reductive
dechlorination suggests the possibility that microbial transformations may be
more important than abiotic transformations for slower reacting compounds
(e.g., PCE), but not for faster reacting compounds (e.g., CT). Half-lives for CT
transformation by abiotic mineral reductants range from approximately one-half
to three days (1, 24, 25, 33, 34).

The overall objective of this chapter is to review rate limiting processes
for the transformation of chlorinated aliphatic contaminants in natural systems.
The first specific objective is to discuss the relative importance of abiotic versus
microbial reductive dechlorination for two model contaminants; one that reacts
relatively slowly (PCE) and one that reacts more quickly (CT). The second
specific objective is to discuss the relative rates of mineral formation and
subsequent reaction of these minerals with a relatively fast reacting contaminant,
CT. Finally, the results are integrated to make recommendations for remediation
applications. These results are relevant for systems under near natural conditions
as well as engineered systems in which microbial activity or the mass loading
of reactive minerals is enhanced above background levels through, for example,
biostimulation.

Methods

General Procedures

The sources and purities of all chemical reagents are given in refs. (10) and
(35). All experiments were conducted in an anaerobic chamber containing an
atmosphere of 95% N2 and 5% H2 and a Pd catalyst to remove trace O2 (Coy
Laboratory Products, Grass Lake, MI). Water was from a Barnstead (Dubuque,
IA) Ultrapure water system with a resistivity of 18 MΩ cm. Anoxic water was
prepared by sparging boiled water with N2 for at least 30 minutes. Materials used
to prepare microcosms (e.g., serum bottles, aqueous solutions, and pipette tips)
were autoclaved prior to microcosm preparation.
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Table I. Log apparent first order rate constants for PCE and CT reductive
transformation in mineral and microbial systems

Log ka
System

PCE CT
Difference

(log kCT – log kPCE)

Mineral systems

Chloride green rust (Study 1)b -5.2 -0.82 4.4

Chloride green rust (Study 2)c -1.9 -0.29 2.2

Pyrited -5.8 -1 4.8

FeSe -1.6 -0.72 2.3

Microbial systems

Field and laboratory studiesf -1.2 -0.91 0.29

Methanogenic biofilm reactorsg -1.0 -0.20 0.80
a Units of k are L m-2 d-1 for chloride green rust (study 1), pyrite, and FeS, d-1 for chloride
green rust (study 2), and d-1 for “Field and laboratory studies”. For “Methanogenic biofilm
reactors”, k is equal to k’/Ks, where k’ = the Monod maximum specific substrate utilization
rate and Ks = the Monod half velocity constant. b Data are from ref. (11) (PCE) and ref.
(20) (CT); relevant conditions: pH 8 (HEPES) (for PCE), pH 7.6-8.0 (no buffer) (for CT),
approx. 200 m2/L chloride green rust; initial concentration of PCE or CT: approx. 3 ×
10-5 M. c Data are from ref. (3); relevant conditions: pH 7.2 (HEPES), 1.5 g/L chloride
green rust, initial concentration of PCE or CT: approx. 2 × 10-5 M; rate constant for PCE
estimated from Fig. 3 in ref. (3). d Data are from ref. (11) (PCE) and ref. (5) (CT);
relevant conditions: pH 8 (HEPES), 578 m2/L pyrite (for PCE), 3.6 m2/L pyrite (for CT);
initial concentration of PCE: approx. 3 × 10-5 M, initial concentration of CT: approx. 2
× 10-5 M. e Data are from ref. (13) (PCE) and ref. (2) (CT); relevant conditions: pH
8.3 (TRIS), 0.5 m2/L FeS, initial concentrations of PCE and CT: 2 × 10-5 M. f Data are
from ref. (29), and include a range of field and laboratory conditions. g Data are from ref.
(28).

Microcosm Setup

Microcosms were prepared inside the anaerobic chamber in duplicate or
triplicate in sterilized 160 mL serum bottles that were closed with Teflon coated
septa and aluminum crimp seals. Phase I microcosms contained 20 g sediment
and 100 mL water from a pond in Norman, Oklahoma (the Duck Pond) and were
buffered at pH 7.2 with 25 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic
acid (HEPES). The headspace volume was 44-50 mL and was flushed with
N2 prior to incubation. Further details about the sampling location and the
sediment/water properties are given in refs. (10) and (35).

Microcosms were amended to promote either sulfate reducing or iron
reducing conditions by addition of 30 mM FeSO4 and 40 mM lactate (for sulfate
reducing microcosms spiked with PCE), 5 mM Na2SO4 and 10 mM lactate
(for sulfate reducing microcosms spiked with CT), and 50 mM hydrous ferric
oxide (HFO) (36) and 20 mM acetate (for all iron reducing microcosms). To

524

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



inhibit methanogenesis, microcosms were amended with 1 mM bromoethane
sulfonic acid (BESA). Microcosms were preincubated until the concentrations of
sulfate or dissolved Fe(II) leveled off, then spiked with PCE or CT. The initial
concentrations of PCE or CT in Phase I microcosms were 24-103 μM (PCE) and
1.5-1.9 μM (CT). Prior to spiking microcosms with PCE, 5 mM of electron donor
were added to support microbial reductive dechlorination. This was also done in
selected microcosms spiked with CT, but did not significantly change initial rates
of microbial reductive dechlorination (35). PCE and CT were quantified over
time by gas chromatography (GC) as described in refs. (10) (PCE) and (34) (CT).

Phase II microcosms were also prepared in 160 mL serum bottles sealed with
Teflon coated septa and aluminum crimp seals and contained 50 g of SIL-CO-SIL
63 ground silica (U.S. Silica, Berkeley Springs, WV) that was intended to model
the inert (with respect to reductive dechlorination) fraction of soil. According
to the manufacturer, SIL-CO-SIL 63 is 99.7% SiO2, and 96.7% of the particle
mass passes through a standard 325 mesh sieve. Each microcosm, prepared
in duplicate, also contained 250 m2 of either HFO, lepidocrocite (γ-FeOOH),
goethite (α-FeOOH), or hematite (Fe2O3). The Fe(III) oxide sources or synthesis
methods, modifications (if any), specific surface areas, and mass loadings in the
microcosms (in mass Fe per total mass dry solids, as %) were as follows: HFO:
synthesized by dissolving FeCl3 in Nanopure water, raising the pH to 10 with
concentrated NaOH, centrifuging at RCF = 873 × g, washing 6-7 times with 1 M
NaHCO3, and freeze drying, 305 m2/g, 0.84 % Fe by mass; lepidocrocite: Laxness
(Pittsburgh, PA), sieved (200-120 mesh), 16.0 m2/g, 15% Fe by mass; goethite:
Strem Chemicals, Newburyport, MA, sieved (200-140 mesh), 66.3 m2/g, 4.4 %
Fe by mass; and hematite: Noah Technologies Corporation, San Antonio, TX,
sieved (360-200 mesh), 13.3 m2/g, 19% Fe by mass. Although the mass loadings
of Fe(III) oxides varied in the microcosms, the surface area loadings were equal
at approximately 1850 m2/L. BET specific surface area was measured using a
Quantachrome Autosorb-1 instrument (Boynton Beach, FL).

Phase II microcosms contained 110 mL of synthetic aqueous medium
(modified from the recipes reported in refs. (37) and (38)) that contained 1 g/L
Bacto yeast extract (Becton, Dickinson, Sparks, MD), 2 mM Na2SO4, 30 mM
sodium lactate, 8 mMMgSO4, 5 mMNH4Cl, 4.4 mMKCl, 0.6 mMCaCl2, 2 mL/L
vitamin solution (39), 12.5 mL/L trace metal solution (40), 0.62 mg/L resazurin,
and 25 mM HEPES buffer (pH 7). Microcosms also contained approximately
80 μM Na2S to scavenge dissolved oxygen remaining after boiling and sparging
with N2, as well as a small stir bar with an estimated volume of 3 mL. After
autoclaving, sodium bicarbonate and cysteine were added from anaerobic stock
solutions to final concentrations of 8 mM and 0.025% respectively. The total
volume of the Phase II microcosm contents was approximately 135 mL, leaving
approximately 25 mL of headspace. Microcosm medium was prepared under N2
(41).

To initiate sulfate reduction, microcosms were inoculated with Desulfovibrio
desulfuricans strain G20 (42) that was cultured in a separate stock solution until the
sulfate was almost depleted and the optical density (600 nm) was approximately
0.3. The dilution ratio of stock solution in the microcosm medium was 1.5:110.

525

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



The stock solution used to culture D. desulfuricans strain G20 was identical to the
microcosm aqueous medium, except that it contained K2HPO4 instead of KCl.

Six identical Phase II microcosmswere prepared for each kind of Fe(III) oxide
at the same time, then were divided into two groups of three. The first group
was used to monitor in triplicate changes in potentially reactive mineral species
over time while the second group was held in reserve under identical conditions.
Potentially reactive mineral species were quantified operationally as weakly (1 M
MgCl2 extractable) and strongly (0.5 N HCl extractable) bound Fe(II), FeS, and
Cr(II) reducible or extractable sulfur (CrES), which includes sulfur species in an
oxidation state higher than (-II), such as FeS2, S(0), and Fe3S4. Dissolved Fe(II)
and SO42- were also measured. The analytical procedures used to quantify these
geochemical parameters are described in ref. (23).

After the measured geochemical parameters reached a constant level,
indicating that sulfate reduction had stopped, the second group of three
microcosms was heat treated in order to stop microbial activity and measure CT
transformation by the abiotic components of the microcosms. (In some cases,
microcosms were stored at 4 oC for several days to temporarily stop microbial
activity and the corresponding geochemical changes before heat treatment.) Heat
treated microcosms were then spiked with CT at an initial aqueous concentration
of approximately 1 μM, and CT concentration was monitored over time by GC
(34).

Heat Treatment

Selected microcosms spiked with CT were heat treated by placement in a
boiling water bath for 10 minutes. This inhibited iron reduction for at least 16
days and sulfate reduction for at least 10 days in Phase I microcosms (not shown),
and presumably inhibited microbial reductive dechlorination for a similar time
period (35). Heat treatment resulted in only minor geochemical changes (no more
than a 10% change in the concentrations of FeS, strongly bound Fe(II), and CrES,
and a 37% decrease in the concentration of weakly bound Fe(II), all in Duck Pond
microcosms prepared under iron reducing conditions at pH 8.2 (10)).

Results and Discussion
Treatment of Kinetic Data

Measured concentrations of PCE and CT for all experiments were corrected
to account for partitioning between the aqueous and gas phases, and, for Phase I
microcosms spiked with PCE, to account for partitioning to the solid phase (10,
35). Partitioning calculations used the following dimensionless Henry’s Law
constants: 0.75 for PCE (43) and 1.13 for CT (44) and Koc values: 231 mL/g for
PCE (calculated as described in ref. (10)) and 71 mL/g for CT (45). Sorption
of CT to the solid phase in Phase I microcosms (Duck Pond sediment) was
estimated to account for no more than 3% of total CT (35) and was neglected,
and sorption of CT to the solid phase in Phase II microcosms was assumed to be
negligible based on its source (quarried, crushed silica). Unless otherwise noted,
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all concentrations reported here are “total concentrations” that equal the sum of
the masses in all relevant phases (aqueous, gas, and, for Phase I PCE microcosms,
sediment) divided by the aqueous volume. Example calculations are provided
in refs. (10) and (35). Initial rates were calculated using data from the period
when [CT]/[CT]0 was greater than 60%, during which time plots of [CT] versus
time were approximately linear. Reported initial rates and product yields were
calculated from total concentrations.

Before spiking with CT, selected microcosms were heat treated to inhibit
microbial activity and thereby differentiate between microbial and abiotic
CT transformation. For PCE, abiotic and microbial transformations were
distinguished by analysis of reaction kinetics and products as described below. In
all cases, reductive dechlorination of CT in Phase II microcosms occurred in less
than 10 days, so this method of heat treatment was most likely sufficient to inhibit
microbial activity during the period when CT transformation took place, meaning
that any CT degradation observed in heat treated microcosms can be attributed
to abiotic processes.

Phase I. Comparison of Abiotic and Microbial Reductive Dechlorination
of PCE and CT

Microcosms exhibited very different kinetic behavior depending on whether
they were spiked with PCE or CT (Figures 3 and 4). First, as expected based
on the overall relationship between the driving force for a reduction reaction (i.e.,
reduction potentials or free energies for the reduction reaction) and reaction rates or
rate constants (30–32), CT was transformed much faster than PCE in unsterilized
microcosms. Standard potentials for the one electron reduction reaction (i.e., R-Cl
+ e- → R• + Cl-) are equal to -0.531 V for PCE (less favorable) and -0.160 V for
CT (more favorable), and enthalpies for the related homolytic bond dissociation
reaction R-Cl → R• + X• are equal to 334.6 kJ/mol for PCE (less favorable) and
304.4 kJ/mol for CT (more favorable) (2).

Second, the reaction kinetics indicated that the primary pathway of CT
transformation was abiotic, while the primary pathway of PCE transformation was
microbial. For CT, sterilized and unsterilized microcosms had nearly identical
reaction profiles (Figures 3 and 4, insets) and statistically indistinguishable initial
rates of CT transformation (35), indicating that CT transformation was primarily
an abiotic process. Separate experiments with only the microcosm supernatant
showed that, for the microcosms discussed here, the abiotic species responsible
for CT dechlorination were associated with the solid and not the aqueous phase
(35). In another study, autoclaved anaerobic water treatment sludges, consisting
mainly of biomass, retained the ability to dechlorinate CT, but dechlorination
rates were 2-3 times lower in the presence of autoclaved versus non-autoclaved
sludges (46). A difference of this magnitude in the sterilized versus unsterilized
microcosms spiked with CT was not observed here, pointing to mineral phases
containing reduced iron or sulfur, and not lysed microbial cells or cellular
biochemicals (which were likely present in the autoclaved sludge) as the primary
reductants.
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Figure 3. PCE and CT transformation in Duck Pond microcosms preincubated
under sulfate reducing conditions. Although the CT data point partially obscures
the PCE data point, the first y-axis value for both PCE and CT (100%) was
measured at 0 days. The PCE data series is reprinted with permission from ref.

(10). Copyright 2009 American Chemical Society.

For microcosms spiked with PCE, two lines of evidence indicate that
microbial reductive dechlorination was the predominant transformation process.
The first is the lag phase of approximately 10 days between the time when the
preincubated microcosms were spiked with PCE and the onset of significant
PCE disappearance, which was not observed in the microcosms spiked with CT
(Figures 3 and 4). This lag phase most likely occurred as cells needed for PCE
dechlorination grew to levels sufficient to transform PCE at detectable rates. The
second line of evidence is that the reaction products for PCE transformation in
the microcosms were primarily those of sequential hydrogenolysis (Figure 2).
The acetylene yield never amounted to more than 1% of the transformed PCE in
the microcosms shown in Figures 3 and 4 (10), supporting the conclusion that the
main pathway for PCE transformation in the microcosms was microbial and not
abiotic.

Shen and Wilson (47) conducted studies in columns filled with a mixture of
sand, tree mulch, cotton gin trash, and in some cases hematite, through which
ground water containing sulfate was flowed continuously for more than two years.
They concluded that, on average, approximately half of the TCE transformation
in the columns could be attributed to abiotic transformation by FeS after one year.
The difference between their results and those reported here can be explained by
the relative mass loadings of potentially reactive minerals in their column setup
versus our batch microcosms. While our Phase I microcosms did not contain
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Figure 4. PCE and CT transformation in Duck Pond microcosms preincubated
under iron reducing conditions. Although the CT data point partially obscures
the PCE data point, the first y-axis value for both PCE and CT (100%) was
measured at 0 days. The PCE data series is reprinted with permission from ref.

(10). Copyright 2009 American Chemical Society.

FeS concentrations of more than 1 g/L, their estimated FeS concentration in the
columns after approximately one year was 75-150 mM (6.6 – 13 g/L). Such a high
mass loading of FeS was generated through continuous application of sulfate in
flow through system containing native iron or hematite over an extended period.
Thus, it appears that whether abiotic or microbial degradation of contaminants
such as PCE or TCE predominates in a given system depends strongly on the mass
loading of reactive minerals such as FeS. The mass loading, in turn, depends on
the cumulative input of species needed for in situ generation of reactive minerals,
specifically an electron donor and terminal electron acceptor such as Fe(III)
or sulfate. Significant accumulation of FeS or other reactive minerals, as was
observed in the column studies of Shen and Wilson (47), is most likely to occur
in active remediation scenarios where there is a continual application or source of
electron donors and acceptors needed to support iron and/or sulfate reduction.

Table I shows that rate constants for abiotic reductive dechlorination of PCE
and CT by chloride green rust, pyrite, and FeS differ by more than two to almost
five orders of magnitude. If the kinetics of microbial PCE and CT transformation
in the microcosms varied over a similar range of values, we would expect
that either abiotic or microbial reductive dechlorination would predominate in
microcosms spiked with both PCE and CT, which was not observed. While there
is a general relationship between the thermodynamics of pollutant reduction and
microbial dechlorination rates (28, 30, 32), the results reported here suggest that
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thermodynamics alone cannot entirely explain the relative rates of microbial
reductive dechlorination of PCE and CT. The availability of an enzyme-catalyzed
respiratory pathway for microbial transformation of PCE (48), but not CT (4),
probably serves to “equalize” the rates of microbial transformation of these
compounds compared to rates expected from thermodynamic properties (for
example, one-electron reduction potentials or C-Cl bond dissociation enthalpies)
alone. While CT inhibits growth of some bacteria at concentrations as low as
0.1 μM (49), microorganisms capable of growing on PCE through the production
of PCE dechlorinating enzymes appear to be common in natural environments,
perhaps because naturally occurring chlorinated compounds similar in structure
to PCE have existed for millennia, allowing these enzymes to evolve (30). CT, on
the other hand, is transformed by cellular biochemicals such as cytochromes (50),
hydroxycobalamin (51), the microbial metabolite pyridine-2,6-bis(thiocarboxylic
acid) (52), or vitamin B12 (53) in a cometabolic process or processes not linked
to microbial energy generation or growth. Rates of cometabolic reductive
dechlorination can be orders of magnitude smaller than those for respiratory
reductive dechlorination (54).

Phase II. Comparison of the Rates of Mineral Formation and Abiotic CT
Reductive Dechlorination

The slowest and fastest rates of CT transformation were measured in
microcosms containing HFO and goethite, respectively (Table II); results from
both microcosms are illustrated in Figure 5. CT reduction rates were intermediate
but closer to the low end of this range in microcosms containing hematite and
lepidocrocite (Table II). Concentrations of dissolved Fe(II), weakly bound Fe(II),
and FeS were below detection limits (2 μM for dissolved and weakly bound
Fe(II) and 5 μM for FeS) at all times in all microcosms. The non-zero values for
strongly bound Fe(II) and CrES at time zero in Figure 5 may be due to reactions
between components of the microbial medium, which included initial dissolved
concentrations of 19 μM FeSO4 and 80 μM Na2S.

The difference in rates of CT transformation in the two microcosms (Table
II, Figure 5) cannot be explained by differences in the concentrations of CrES or
strongly bound Fe(II), since the plots for CrES are very similar for microcosms
containing HFO and goethite, and the microcosm with the higher concentration
of strongly bound Fe(II) (HFO) had the slower rate of CT transformation (Figure
5). Weakly bound Fe(II) has been shown to strongly influence transformation rates
when present at concentrations equal to or higher than initial CT concentrations (5,
23). Because detection limits for weakly bound Fe(II) (2 μM) were slightly higher
than the initial concentration of CT in these experiments (1 μM), it is possible
that in some microcosms the concentration of weakly bound Fe(II) was below
detection limits, but still high enough to influence the rates of CT transformation.
If so, a higher concentration of weakly bound Fe(II) might explain the greater CT
reactivity in the goethite versus HFO microcosm, but this speculation cannot be
tested based on the data reported here.

530

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

3

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Figure 5. Concentrations of geochemical species and CT versus time in Phase II
microcosms.

While it was not possible to distinguish among the rates of microbial sulfate
reduction, abiotic Fe(III) reduction by microbially generated S(-II), and formation
of mineral species such as strongly bound Fe(II), the time scales for depletion
(for sulfate) or formation (for Fe(II) minerals) of these species are similar (Figure
5). The initial concentrations of CT and sulfate in these experiments differed
significantly (micromolar for CT and millimolar for sulfate) and were chosen
to reflect realistic conditions in the environment. Therefore, direct numerical
comparison of rates for sulfate reduction and CT transformation is not justified
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since both these rates were functions of concentration (Figure 5). Nonetheless,
Figure 5 illustrates that the time scale for sulfate reduction (days) was much faster
than that for CT reduction (hours), even in the microcosms where CT reacted most
slowly (HFO). This suggests that in natural systems having similar concentrations
of reactive abiotic mineral species or their precursors (e.g., sulfate, Fe(III)
minerals), the rate of formation of reactive abiotic mineral species may control the
rate of abiotic CT transformation. Consistent with this, Heijman et al. (55) found
that rate constants for abiotic reductive transformation of nitroaromatics (which,
like CT, react relatively quickly with minerals (56)) were controlled by the rate of
microbial iron reduction in soil columns, rather than thermodynamic properties
associated with the particular nitroaromatic compound. In addition, analogous to
the instantaneous reaction model (57) which assumes that oxidation of a substrate
by oxygen is essentially instantaneous compared to the rate of oxygen diffusion
into the system, and that the extent of substrate oxidation depends on the mass
of oxygen that enters the system, the extent of abiotic CT degradation will be
controlled by the cumulative mass loading of the geochemical precursors for
reactive abiotic mineral species (namely an electron donor and Fe(III) and/or
sulfate). Only upon continued stimulation of iron reducing and sulfate reducing
bacteria is there likely to be significant accumulation of abiotic minerals in the
subsurface.

Unlike CT, the rate of PCE degradation is not likely to be limited by the rate
of abiotic mineral formation in natural systems, since it undergoes much slower
abiotic transformation than does CT (Table I), and microbial PCE reductive
dechlorination occurs on the same time scale as microbial sulfate reduction
(compare Figures 3-5). Similar to CT, however, the extent of abiotic PCE
degradation will also depend on the cumulative mass loading of electron donor
and Fe(III) and/or sulfate needed for reactive mineral formation.

Table II. Kinetics of sulfate reduction and CT transformation in Phase II
microcosms

Fe(III) oxide in microcosm Maximum sulfate
disappearance rate

(mM/day)a

Maximum CT
disappearance rate

(μM/day)b

HFO 0.68±0.08 0.39±0.05

Lepidocrocite 6.2±2.3 0.79±0.15

Goethite 1.06±0.31 4.9±1.2

Hematite 1.44±0.96 0.65±0.15
a Calculated using data during the time period when zero order kinetics were observed and
excluding any lag periods or periods when sulfate concentration leveled off. b Calculated
using data from the period when [CT]/[CT]0 ≥ 0.6, during which time approximately zero
order kinetics were observed. All uncertainties are 95% confidence intervals.
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Conclusions

In microcosms set up to simulate natural conditions, the relative rates of
abiotic versus microbial transformation of chlorinated aliphatic contaminants
varied with the contaminant, with microbial dechlorination the predominant
process for PCE transformation, and abiotic dechlorination the predominant
process for CT transformation. Abiotic reductive dechlorination of PCE would
likely be more significant in systems with higher mass loadings of reactive
minerals. Practitioners seeking to stimulate abiotic transformation of PCE or the
related contaminant TCE should aim to introduce or generate in situ significant
mass loadings of reactive minerals. In practice, it may not be possible to generate
in situ sufficient quantities of metastable phases such as green rusts that transform
to magnetite over days to weeks (58, 59). FeS may be the best choice for in situ
abiotic remediation of PCE due to its high reactivity (13–15). The challenge
associated with using FeS for in situ remediation is its natural tendency to age to
pyrite in the presence of partially oxidized sulfur species (60–64), leading to a
loss in reactivity (5, 64, 65). Thus, continuous in situ generation of FeS may be
needed to maintain its reactivity with PCE.

The times required for sulfate reduction and the subsequent formation of
abiotic mineral phases likely involved in CT abiotic reduction were significantly
longer than those for abiotic CT transformation by these reactive mineral phases.
For remediation scenarios in which abiotic minerals are generated in situ through
microbial sulfate and iron reduction, the rate of abiotic CT transformation may be
limited by the rates of these terminal electron accepting processes. For both PCE
and CT, the extent of abiotic transformation (i.e., the fraction of total PCE or CT
transformed via an abiotic pathway) will be proportional to the mass loading of
reactive minerals, which in turn will depend on the cumulative inputs of electron
donor and Fe(III) and/or sulfate to the system. While Fe(II) that is weakly
adsorbed to Fe minerals is highly reactive with CT, it leads to the generation of
the toxic and recalcitrant product chloroform (5). Application of dissolved Fe(II)
salts to the subsurface at sites contaminated with CT should be minimized to limit
generation of weakly bound Fe(II). The lowest chloroform yields were achieved
in model and natural systems having the highest concentrations of chromium
reducible sulfur (5), which consists of partially oxidized sulfur species, such as
polysulfides, thiosulfate, and elemental sulfur (66–69), that arise naturally upon
reduction of Fe(III) oxides by S(-II) generated by sulfate reducing bacteria. Thus,
application of sulfate to Fe(III) oxide-rich or Fe(III) oxide-augmented systems
may lead to acceptable CT transformation rates with lower accumulation of
chloroform.
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Chapter 24

The Use of Chemical Probes for the
Characterization of the Predominant Abiotic

Reductants in Anaerobic Sediments

Huichun (Judy) Zhang,1 Dalizza Colón,2 John F. Kenneke,2
and Eric J. Weber2,*

1Department of Civil and Environmental Engineering, Temple University,
1947 N. 12th Street, Philadelphia, PA 19122

2Ecosystems Research Division, National Exposure Research Laboratory,
US Environmental Protection Agency, 960 College Station Rd, Athens,

GA 30605
*weber.eric@epa.gov

Identifying the predominant chemical reductants and pathways
for electron transfer in anaerobic systems is paramount to the
development of environmental fate models that incorporate
pathways for abiotic reductive transformations. Currently, such
models do not exist. In this chapter we address the approaches
based on the use of probe chemicals that have been successfully
implemented for this purpose. The general approach has been
to identify viable pathways for electron transfer based on the
study of probe chemicals in well-defined model systems. The
subsequent translation of these findings to natural systems has
been based primarily on laboratory studies of probe chemicals
in anaerobic sediments and aquifers. In summary, the results
of these studies support a scenario in which pathways for
reductive transformations in these systems are dominated by
surface-mediated processes (i.e., reaction with Fe(II) associated
with Fe(III) mineral oxides and clay minerals), and through
the aqueous phase by reduced dissolved organic matter (DOM)
(i.e., reduced quinone moieties) and Fe(II)/DOM complexes.

© 2011 American Chemical Society
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Introduction

The abiotic reduction of organic contaminants in anaerobic sediments
continues to be a research area of much interest. The ability to predict the rates
and pathways for these processes is critical to developing the necessary tools and
models for estimating the environmental concentrations of the parent chemical
and the reduction products of interest. This is of concern because unlike other
transformation pathways such as hydrolysis and aerobic biodegradation, abiotic
reduction often results in transformation products that are of more concern than
the parent compound (e.g., aromatic amines resulting from the reduction of
nitroaromatics and aromatic azo compounds (1, 2) and halogenated ethenes from
the reduction of halogenated ethanes) (3). Although significant progress has
been made concerning the elucidation of these reaction pathways, little has been
done to incorporate this knowledge into existing environmental fate and transport
models.

The application of sophisticated analytical tools, such as Mössbauer
spectroscopy and multicollector inductively coupled plasma mass spectrometry
for Fe isotope analysis, have been used successfully to characterize the redox
properties of Fe(II)-treated mineral oxides (4, 5) and clay minerals (6). The
application of these tools to the characterization of chemical reductants in natural
sediments has not been reported yet, most likely because of the complex nature
of these systems. Approaches for characterizing the predominant chemical
reductants in sediments have been limited primarily to indirect methods. The
reactivity of probe chemicals containing functional groups that are susceptible
to abiotic reduction (i.e., aromatic nitro groups, aromatic azo groups, and
halogenated aliphatics) have been measured in well-defined model systems and
then compared to the probe chemical’s reactivity measured in well-characterized
anaerobic sediments. Compound-specific stable isotope analysis is a related
approach to the study of probe chemicals in these reaction systems that is finding
increasing applications in the elucidation of reductive transformation pathways.
For a review of this topic, see (7).

The identification of the predominant reductants in anaerobic systems is the
first step in determining the readily measurable environmental descriptors that can
be used to parameterize fate models for predicting reductive transformation rates
and pathways. An added challenge is the ability to provide these environmental
descriptors for spatially and temporally explicit chemical exposure assessments.
This need is required by the EPA Office of Pesticide Programs in support of the
Endangered Species Act, which requires estimated environmental concentrations
of pesticides for aquatic and soil ecosystems inhabited by species on the
Endangered Species List (8). A similar need is required by the Department of
Defense for prioritizing the multitude of training, testing and production sites
contaminated with N-based munitions for cleanup (9).

This chapter provides an overview of the process science developed from
studies conducted in well-defined model systems designed to mimic natural
anaerobic systems and subsequent studies to determine the extent to which these
results translate to natural systems. A generalized scheme for the dominant
reductants and pathways for electron transfer consistent with the state of the

540

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

4

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



current process science is presented at the end of the chapter. Of equal importance
is the development of computational approaches for the molecular descriptors
(e.g., one-electron reduction potentials and bond dissociation energies) necessary
for predicting reduction rates of individual chemicals. Progress in this area is the
focus of another chapter (10), and will not be addressed here.

Background

In this chapter, we define abiotic reduction as the process by which a
chemical is reduced by reaction with an abiotic reductant versus direct reaction
with a microbial species. We recognize, however, that the formation of abiotic
reductants results from the microbial-mediated oxidation of biologically available
organic carbon and the transfer of the resulting electrons to electron acceptors.
Based on thermodynamic considerations, a sequence of redox zones (i.e.
nitrate-reducing, iron-reducing, sulfate-reducing and methanogenic) in sediment
and aquifers can develop that are characterized by the respective dominant
terminal electron-accepting processes (TEAPs). Mapping of the redox zones in
sediments and aquifers has been accomplished by measurement of the dissolved
electron donors (i.e., H2), electron acceptors (i.e., O2, NO3-, and SO42-), the
reduced products of the electron acceptors (i.e., NH4+, HS-, Fe(II) and CH4),
and redox species in the solid phase (extractable Fe(II), Fe(III) and S2-) (11–14).
Knowing the identity and reactivity of chemical reductants as a function of the
redox zones would greatly facilitate the development of models describing the
reactive transport of redox-active contaminants through sediments and aquifers.

Surface-Mediated Pathways for Electron Transfer

Early studies of the reductive transformation of halogenated alkanes (3),
azobenzenes (15), and methyl parathion (pesticide containing an aromatic nitro
group) (16) in anaerobic sediments demonstrated that these were facile reactions
(i.e., half lives typically on the order of minutes to hours), dominated by abiotic
processes, and that the reactivity of the sediment slurries was associated primarily
with the sediment phase. Speculation was provided that the Fe(II)/Fe(III) redox
couple was the most likely source of electrons due to the ubiquitous occurrence
of iron species in natural systems. Proposed pathways for electron transfer in
these systems would have to account for the extremely fast reduction kinetics
observed in the anaerobic sediments. Subsequent studies of probe chemicals in
well-defined model systems of Fe(II) treated Fe(III) (hydr)oxides and iron-bearing
clay minerals would provide viable pathways for such facile reactions.

The study of the reduction of a series of nitroaromatic compounds (NAC) in
Fe(II) treated Fe(III) (hydr)oxide suspensions provided the initial evidence for
the activation of Fe(II) through complexation to the Fe(III) (hydr)oxides (17).
NAC reduction was not observed in the presence of magnetite or Fe(II) alone.
The facile reduction of the NACs to their corresponding anilines was observed,
however, in suspensions of Fe(III) mineral oxides (i.e., magnetite, goethite, and
lepidocrocite) treated with Fe(II). The strong dependence of NAC reduction
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rates on pH (increasing rate with pH) in Fe(II) treated magnetite suspensions
was consistent with the pH dependent formation of Fe(II) surface complexes
(increasing adsorption of Fe(II) with pH). The generalized scheme for electron
transfer that emerged from these early studies is initiated by the oxidation of
bioavailable organic matter mediated by anaerobic bacteria and the transfer of the
resulting electrons to Fe(III) (hydr)oxides resulting in the formation of surface
associated Fe(II), which serves as the chemical reductant of the NAC (17).

The application of 57Fe(II) Mössbauer spectroscopy has recently provided
further insight into the magnetite mediated reduction of nitrobenzene (18). The
results of this study do not support the model representing surface complexed
Fe(II), but rather an electron transfer process in which oxidation of Fe(II) results
in the reduction of the octahedral Fe(III) atoms in the underlying magnetite
to octahedral Fe(II) atoms. Rates of NAC reduction in magnetite suspensions
were found to be strongly dependent on the magnetite particle Fe(II)/Fe(III)
stoichiometry (19). NAC reduction increased nearly 5 orders of magnitude
as Fe(II)/Fe(III) values increased from 0.31, representing a highly oxidized
magnetite particle, to 0.50, representing a fully stoichiometric magnetite particle.
These results indicate the need to consider particle stoichiometry when assessing
reductive transformations mediated by magnetite.

Iron-Bearing Clay Minerals

The ubiquitous occurrence of iron-bearing clay minerals suggests that these
sediment constituents must also be considered as potential abiotic reductants in
natural systems (20). As with Fe(III) containing mineral oxides, the Fe(III) present
in iron-bearing clays is also susceptible to microbial-mediated reduction (21). The
situation with clay minerals is further complicated by the fact that iron reduction
results in Fe(II) bound to surface hydroxyl groups, as well as structural Fe(II) in
the octahedral layers of the minerals. Model studies have focused primarily on
distinguishing the reactivity of the surface bound and structural Fe(II). Through
an approach based on measuring the reduction kinetics for two probe chemicals,
2-acetylnitrobenzene, which had no selectivity for the potentially reactive Fe(II)
sites, and 4-acetylnitrobenzene, a planar molecule that could be used to directly
probe the reactivity of the structural Fe(II) in the octahedral layers, it was possible
to determine that structural Fe(II) in the octahedral layers was the predominant
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form of reactive iron in reduced smectites and that electron transfer occurs via the
basel siloxane planes (22).

Structural Fe(II) in smectites was also proposed as the dominant reactive site
for the reduction of polychlorinated ethanes and carbon tetrachloride (23). The
half lives for these chemicals spanned from 40 to 170 days in the Fe smectites
suspensions. Because the half lives of these polychlorinated aliphatics in Fe(II)
treated Fe(III) hydr(oxides) suspensions are on the order of minutes (24), it was
concluded that Fe(II) in smectites would be a predominant abiotic reductant
in anaerobic environments where Fe(III) hydr(oxides) have been reductively
dissolved, and reduced DOM and solution phase complexed forms of Fe(II) are
depleted.

As was observed for the sorption of 57Fe(II) to Fe(III) mineral oxides,
Mössbauer spectroscopy indicates that sorption of Fe(II) to an iron-bearing
smectites clay surface results in oxidation of the Fe(II) and subsequent reduction
of the underlying structural Fe(III) (25).

Aqueous Phase Pathways for Electron Transfer

Evidence for solution-phase reductants was provided initially in studies of the
reduction of 4-chloronitrobenzene by quinones and iron porphyrin in the presence
of redox buffers (26). In a subsequent study, the facile reduction of a series of
substituted NACs to the aromatic amines occurred in aqueous solutions of DOM
(natural organic matter) chemically reduced by treatment with sodium sulfide (27).
Taken together, these studies provided the first evidence for the potential role of
quinone-moieties present in DOM as electron carriers or shuttles in the reduction
of NACs as illustrated in the scheme below:

This pathway for rapid turnover of electron equivalents is another plausible
mechanism that could account for facile reduction observed for methyl parathion
and halogenated ethanes in anaerobic sediments (3, 16). Analysis of DOM isolates
by 15N-NMR (28), fluorescence spectroscopy (29) and electrochemical methods
(30–32) has provided evidence for the presence of reducible quinone functional
groups in DOM.

More recent studies in model systems have demonstrated that DOM can also
facilitate electron transfer by lowering the redox potential of the Fe(II)/Fe(III)
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redox couple through formation of DOM/Fe(II) complexes. DOM contains a
number of functional groups (i.e., carboxylic acids, catechols, amino, and thio
groups) known to complex Fe(II) (33). The extent to which Fe(II) is activated
through complexation is dependent on the nature of the complexing ligands (34).
The reduction of oxamyl, an oxime carbamate pesticide, was found to vary over
several orders of magnitude in Fe(II) solutions containing various carboxylate
and aminocarboxylate ligands or DOM isolates. Reaction rates were dependent
on the reactivity of the Fe(II) complex as described by the one-electron reduction
potential of the corresponding Fe(II)/Fe(III) redox couples.

Model Systems for Assessing Biotic (Cell-Mediated) versus Abiotic
(Mineral-Mediated) Pathways for Electron Transfer

The design of model systems has become increasingly complex in attempts
to more closely simulate natural systems. The addition of a biological component
(i.e., iron-reducing bacteria) to the abiotic model systems allows the ability to
assess relative contributions of abiotic and biotic pathways for electron transfer.
One such example was a study designed to assess the contributions of biotic
(cell-mediated) versus abiotic (mineral-mediated) pathways for the reduction
of carbon tetrachloride (CT) (35). This was accomplished by the addition of
iron-reducing bacteria to an amorphous iron oxide suspension. Nano-scale
magnetite particles were formed as the result of iron respiration. A comparison
of the mineral-mediated and direct biological reduction rates indicated that the
mineral-mediated reduction process occurred at rates significantly faster than
direct biological reduction.

Luan et. al. (36) conducted a systematic investigation of the reduction of
nitrobenzene by combinations of DOM, hematite, and iron-reducing bacteria
(i.e., Shewanella putrefaciens strain CN32). Although CN32 was found to
directly reduce nitrobenzene, the addition of either natural organic matter (NOM)
or hematite to the reaction system enhanced the reduction of nitrobenzene. In
reactions systems that contained CN32, NOM and hematite, it was demonstrated
that NOM-mediated reduction of nitrobenzene was more important than reduction
by surface associated Fe(II).

Studies in these relatively complex model systems serve to illustrate the
challenges of translating the resulting process science to even more complex
systems such as anaerobic sediments and aquifers.

Potential Candidates for Chemical Reductants in Anaerobic Sediments
Based on Model Studies

The results of the studies in well-defined model systems suggest the suite of
chemical reductants most likely to form in anaerobic sediments as a function of the
TEAPs biogeochemical processes include surface-associated (Fe(II)), aqueous-
phase complexed forms of Fe(II), and reduced quinone moieties associated with
dissolved organic matter:
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The challenge remains to determine if these chemical reductants are actually
representative of those occurring in anaerobic sediments and aquifers, and
subsequently to determine the readily measurable environmental descriptors that
would serve as a measure of reductant reactivity.

We recognize that the surface complexed model for the activation of Fe(II)
by Fe(III) (hydr)oxides is an oversimplification of the interaction of Fe(II) with
mineral oxide surfaces. Recent studies have proposed a ‘redox-driven conveyor
belt’ to account for the significant exchange of aqueous Fe(II) and goethite (5,
25). This mechanism is initiated by the sorption of Fe(II) to Fe(III) at the oxide
surface, subsequent oxidation of the sorbed Fe(II), followed by bulk conduction of
the electrons through the oxide, and reductive dissolution of the oxide resulting in
the reformation of aqueous Fe(II). As illustrated in the scheme above, we will use
the term “surface-associated Fe(II)” in the subsequent discussion to refer to Fe(II)
sorbed to the iron oxide surface or Fe(II) formed at the iron oxide surface due to
electron transfer through the bulk crystal lattice.

Translation of the Process Science Generated from Model Studies to
Anaerobic Sediments and Aquifers

Although a significant body of process science has been generated from the
studies in well-defined model systems, the challenge is to determine to what
extent this process science translates to natural anaerobic systems. Due to the
complexity of these systems, such efforts have depended primarily on comparing
the reactivity and transformation pathways of probe chemicals measured in the
model systems vs. anaerobic sediments. For the following discussion, we have
categorized these studies into 4 types: a) reactivity pattern analysis of a series of
structurally related chemical probes to identify the predominant abiotic reductants
in anaerobic systems, b) use of probe chemicals to identify readily measurable
indicators of the predominant abiotic reductants in anaerobic sediments, c) use
of customized probe chemicals designed to address specific questions concerning
pathways for electron transfer, and d) an example of how studies in a well-defined
model system were used to elucidate the predominant abiotic reductants for a
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chemical containing a functional group that had not been previously demonstrated
to be susceptible to abiotic reduction in anaerobic sediments.

Reactivity Pattern Analysis

Reactivity pattern analysis has been demonstrated to be a very useful
approach to the identification of the predominant abiotic reductants in anaerobic
sediments and aquifers. This approach involves the measurement and comparison
of the reactivity of a series of structurally related chemical probes (e.g., substituted
nitrobenzenes or halogenated aliphatics) in different reaction systems. Similarities
in the range and relative order of reactivity provide evidence for a common
mechanism for reductive transformation in the reaction systems of interest.

One of the earliest demonstrations of the use of this approach was the study
of the reduction of a series of nitroaromatic compounds (NACs) in a laboratory
aquifer column (37). The relative reactivities of the NACs as a function of their
one electron reduction potentials (Eh1′(ArNO2)) are illustrated for a water soluble
Fe(II) porphyrin (Figure 1A), microbially formed magnetite treated with Fe(II)
in batch reactors (Figure 1B), and an aquifer column (Figure 1C). Competition
quotients (Qc), for the column studies were obtained from experiments with
binary and ternary mixtures of NACs. The Qc values are a direct measure of
the relative affinities of the different NACs for the reactive sites in the aquifer
column. The similarities of the reactivity patterns for each of the reaction systems
in Figure 1 provide strong evidence that iron species were the predominant
reductants in the aquifer column. An interesting finding from the laboratory
aquifer column studies was the observation that though the reduction rates (kobs)
for a series of substituted NACs were expected to vary as a function of their
one-electron potentials, as had been observed in the Fe(II) treated magnetite
suspensions (17), the NACs were reduced at the same rate, irrespective of their
one-electron reduction values. The conclusion was that the regeneration of the
reactive sites (i.e., surface associated Fe(II)) by iron-reducing bacteria became
the rate controlling step in the electron transfer process. This finding illustrates
one of the limitations in the direct translation of the process science generated
from the studies in well-defined model systems to natural anaerobic systems.

In a subsequent study, the reductive transformation rates of a series of
polynitroaromatic compounds ((P)NACs) were measured in sterile batch systems
in either the presence of Fe(II)/Fe(III)(hydr)oxides or hydroquinones in the
presence of H2S, and in columns containing sand coated with FeOOH and a pure
culture of an iron-reducing bacterium (38). The kinetic studies indicated that
the Fe(II) treated Fe(III)(hydr)oxides were significantly more reactive towards
the reduction of the (P)NACs than the chemically reduced quinones, and the
process for the regeneration of Fe(II) at the surface of the Fe(III)(hydr)oxides (i.e.,
adsorption of Fe(II) from solution or the microbially-mediated reduction of the
Fe(III)(hydr)oxides) had little effect on the reactivity patterns of the (P)NACs).
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Figure 1. Plots of the logarithms of relative reduction rates of 10 model NACs
in an aqueous suspension containing (A) water-soluble iron porphyrin, data
from reference (26) or (B) microbially formed magnetite and Fe(II) (kobs values
represent initial pseudo-first-order reaction rate constants determine for the
various compounds in batch reactors containing 10.6 mM Fe(II)tot versus
Eh1′(ArNO2). (C) plot of logarithms of the competition quotients of the same
compounds in the aquifer columns versus Eh1′(ArNO2). Reproduced from (37).

Reactivity pattern analysis for the characterization of chemical reductants
in an anaerobic aquifer was reported for a series of substituted mono- and
di-nitroaromatics measured in an iron-reducing model system (i.e., Fe(II)-treated
goethite), sulfate-reducing model system (i.e., landfill-derived reduced DOM),
landfill groundwater, and landfill groundwater/sediment (39). Based on
comparison of measured reactivity patterns determined in the model and
groundwater/sediment, it was concluded that surface-associated Fe(II) was the
predominant reductant in the anaerobic region of the aquifer despite the presence
of H2S/HS-, aqueous Fe(II) and reduced organic matter.

We have applied this approach to the study of the reductive transformation
of a series of halogenated methanes in anaerobic sediments (40). The reduction
kinetics for dibromochloromethane in iron- and sulfate-reducing sediments and the
corresponding model systems (i.e., Fe(II) treated goethite and FeS suspensions)
are illustrated in Figure 2 (left panel). The reactivity patterns for the series of
halogenated methanes in each of the reactions systems are illustrated in Figure 2
(right panel).

Visual inspection of the data in Figure 2b indicate that the relative range and
order of reactivity of the halogenated methanes is most comparable for the iron-
and sulfate-reducing sediments and the Fe(II) treated goethite suspensions data
sets. Significant differences are observed when these three data sets are compared
to the FeS data set, an indication that Fe(II) associated with Fe(III) (hydr)oxides
is the predominant reductant in both the iron- and sulfate-reducing sediments.
Although significant formation of FeS occurred in the sulfate-reducing sediment,
surface associated Fe(II) appears to still be the predominant reductant in these
systems.
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Figure 2. (a) Plot of ln [CHBr2Cl]0 time for the iron reducing (○) and sulfate
reducing (●) sediments, and Fe(II) treated goethite (▾) and FeS (▵) model

systems. (b) Reactivity patterns for halomethanes in iron- and sulfate-reducing
sediments, Fe(II) treated goethite, and FeS model systems. Solid boxes provide
a visual aid to group halomethanes that exhibited similar relative rates of

transformation between systems. Source: Reproduced from (40).

Identification of Readily Measurable Indicators of Reductant Reactivity

Subsequent to the characterization of the predominant abiotic reductants
is the need to identify readily measurable indicators of their reactivity. As
stated previously, ability to estimate environmental concentrations of the parent
chemical and potential transformation products requires knowledge of both the
molecular descriptors and environmental descriptors necessary. Another example
of this approach from our own work has been the study of 4-cyanonitrobenzene
(4-CNB), in Fe(II)/goethite suspensions (41) and a pond sediment incubated with
electron sources and acceptors to achieve dominant TEAPs (i.e., nitrate-reducing,
iron-reducing, sulfate-reducing, and methanogenic) in both laboratory batch
(42) and column studies (43). The choice of this particular probe chemical is
3 fold: a) The reduction pathway and intermediates, the N-Nitroso (pCNN),
the N-hydroxylamine (pCNH), and the terminal product, aniline (pCNA), have
been well characterized (44), b) pCNB does not adsorb to the sediment, thus,
the observed disappearance kinetics can be attributed to reduction, and c) the
cyano group, which is strongly electron withdrawing, activates the nitro towards
reduction, and decreases the nucleophilicity of the amino group on pCNA (45).
Nucleophilic addition of aromatic amines to quinone moieties in the natural
organic carbon associated with the sediment is one of the primary pathways for
covalent binding, which would result in low mass recoveries (46). High mass
recoveries are critical if electron balances of potential readily measureable redox
indicators are to be identified.
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Figure 3 illustrates the reaction kinetics for pCNB reduction in a) Fe(II)
treated goethite system (Figure 3a), b) in a laboratory sediment column that was
characterized with respect to redox zonation (Figure 3b), and in c) batch systems
of an iron-reducing (Figure 3c) and d) sulfate-reducing (Figure 3d) pond sediment.
A common feature of each of these data sets is reduction of pCNB with the
concomitant loss of Fe(II). Reduction of pCNB in the Fe(II) goethite suspension
is fast with complete conversion of pCNB to pCNA in 5 h (Figure 3a). Figure
3b illustrates the facile and complete reduction of pCNB to the hydroxylamine
intermediate (pCNH) in the first 2 cm of the sediment column. The subsequent
reduction of pCNH to the aniline (pCNA) coincided with the steep increase in the
concentration of aqueous Fe(II). Whereas the electron equivalent balance for the
reduction of pCNB in the Fe(II) treated goethite suspension can be accounted for
with the loss of aqueous phase Fe(II), the measured losses of aqueous phase Fe(II)
in iron-reducing and sulfate-reducing sediment slurries are significantly less than
the theoretical loss of solution phase Fe(II) based on the reduction of pCNB.
These data suggest that microbial-mediated regeneration of aqueous phase Fe(II)
occurs at rates comparable to pCNB reduction. These results illustrate one of
the challenges to identifying the predominant chemical reductants in microbially
active systems.

Application of Customized Probe Chemicals for Elucidating Pathways for
Electron Transfer

The of use customized probe chemicals to elucidating pathways for electron
transfer in anaerobic systems has been quite limited. Studies in well-defined
model systems have provided viable pathways for electron transfer through both
surface-mediated and solution phase pathways. Although significant evidence
from studies in both model and sediment systems had been developed for the
surface- mediated pathway for electron transfer, it was still unclear if this pathway
for electron transfer through aqueous phase electron shuttles was a contributing
pathway for the abiotic reduction of chemical contaminants in anaerobic
sediments. To this end, a chemical probe (i.e., 4-cyano-4′-aminoazobenzene
(CNAAzB) covalently bound to an epoxide activated glass bead) was synthesized
that allowed for differentiation between surface-associated and solution-phase
electron-transfer processes (47) (Figure 4a). By measuring the formation of
4-cyanoaniline (4-CYA) it was then possible to determine the extent of the azo
linkage reduction in the reaction systems of interest.
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Figure 3. Reduction kinetics for pCNB reduction in a) Fe(II) treated goethite
system, b) a laboratory sediment column as a function of [Fe(II)] and column
length, and in batch systems of c) iron-reducing and d) sulfate-reducing pond
sediment. Key: pCNB (◊), pCNH (▴), pCNA (■), mass balance (□), and Fe(II)
consumption (▵), Fe(II) measured (●) and Fe (II) theoretical (○) based on pCNB
loss. The inserted graphs illustrate the % electron balance for the reduction of

pCNB based on the loss of aqueous Fe(II). Reproduced from (41–43).

The utility of this chemical probe was demonstrated in well-defined model
systems consisting of either Fe(II), Fe(II)/goethite, or chemically reduced juglone.
Where no formation of 4-CYA was observed in the presence of Fe(II) or an
Fe(II)/goethite suspension, significant and rapid formation of 4-CYA occurred
in the presence of chemically reduced juglone (Figure 4b). It is important to
note that juglone in the presence of Fe(II)/goethite did not promote reduction of
the bound CNAAzB, an indication that the abiotic reduction of juglone was not
occurring in this system (data not shown). The addition of a pure culture of S.
putrefaciens strain CN32 to the abiotic model system containing Suwannee River
NOM (SRNOM) and river sediment low in organic carbon content resulted in
significant formation of 4-CYA (Figure 4c), consistent with a electron transfer
process mediated by biologically reduced quinone moieties in the SRNOM.
Studies of humic and fulvic acid isolates have demonstrated a significant increase
in organic radical concentrations upon reduction with Geobacter metallireducens
(48). ESR spectra were consistent with the formation of semiquinones, which
are the one electron reduction products formed from the reduction of quinones.
The subsequent addition of the bound azo chemical probe to several anaerobic
sediment slurries resulted in the formation of 4-CYA (Figure 4d). The initial
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generation rate of CYA correlated best with the aqueous phase SUVA350nm,
which is a measure of the fraction of quinone functional groups in DOM (29).
These results provide direct evidence for a solution phase pathway for electron
transfer. The significance of this pathway to the overall rate of abiotic reduction
is the focus of on-going studies.

Figure 4. a) Scheme for the reduction of bound CNAAzB resulting in the
formation of 4-cyanoaniline. Reduction kinetics of bound CNAAzB in b)

abiotic model systems with goethite as the solid phase, c) biotic model system
with Oconee River Sediment as the solid phase, and d) anaerobic sediment
suspensions. Reaction conditions: 10 g/L anaerobic sediment, 25 mM pH 7

buffer, 25 mg bound CNAAzB. Points are experimental data and lines are model
fits. Reproduced from (47).

Identifying New Functional Groups That Are Susceptible to Abiotic
Reduction

Our understanding of the processes controlling abiotic reduction in anaerobic
sediments and aquifer has resulted primarily from the systematic study of
nitroaromatics, halogenated aliphatics, and aromatic azos to a lesser extent. It
remains to be determined to what extent this body of process science generated
from this work translates to the other reducible functional groups such as
N-nitrosamines, sulphones, sulphoxides, and other reducible functional groups
that have yet to be identified. The general approach of using the results of
reduction kinetics measured in well-defined model systems to inform potential
pathways for reduction of functional group in the latter category of “yet to
be identified” was recently demonstrated in the study of the reduction of
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sulfamethoxazole (SMX) in anaerobic soil microcosms (49). SMX is a high
volume antimicrobial used in livestock production. SMX reduction was found to
occur most rapidly under iron-reducing condition, though facile reduction of SMX
also was observed under sulfate-reducing and methanogenic conditions (Figure
5). Subsequent studies in Fe(II) treated goethite suspensions demonstrated that
reduction of SMX is initiated by a one-electron reduction of the isoxazole N-O
bond to form the unstable radical anion (Figure 5). As has been reported with
NACs and halogenated aliphatics, SMX reduction rates were found to increase
with surface-associated Fe(II) controlled by increasing goethite concentrations or
solution pH. Although a limited example, these results indicate the potential for
the general applicability of the process science generated based upon studies of
the NACs and halogenated aliphatics.

Figure 5. Observed time courses for dissipation of SMX in soil microcosms
incubated under different TEAP conditions. Error bars represent 1σ uncertainty

determined from triplicate microcosms. Reproduced from (49).

Environmental Implications

Based on the available process science, a generalized scheme emerges for the
microbially-mediated formation of abiotic reductants and the subsequent reduction
of contaminants with reducible functional groups in anaerobic sediments. This
scheme is initiated by the oxidation of bioavailable organic carbon by anaerobic
bacteria and the subsequent reduction of Fe(III) (hydr)oxides by electron transfer
mediated by electron shuttles, most likely quinone moieties in dissolved organic
matter. Likewise, contaminant reduction can occur through either direct contact
with Fe(II) associated with iron-bearing mineral oxides and clay minerals, or
indirectly by the quinone-based electron shuttles. The abiotic reduction of the
quinone moiety by Fe(II)/Fe oxide appears to not be an energetically favorable
process. Electron transfer through the aqueous phase by DOM complexed Fe(II)
must also be considered as a viable pathway for reduction.
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Disclaimer

This paper has been reviewed in accordance with the U.S. Environmental
Protection Agency’s peer and administrative review policies and approved for
publication. Mention of trade names or commercial products does not constitute
endorsement or recommendation for use.
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Chapter 25

The Role of Transport in Aquatic Redox
Chemistry

Wolfgang Kurtz1 and Stefan Peiffer*

Department of Hydrology, University of Bayreuth, Germany

*s.peiffer@uni-bayreuth.de
1present address: Forschungszentrum Jülich GmbH, Institute for Bio- and

Geosciences, IBG-3: Agrosphere, Germany

Heterogeneous redox processes with mobile and immobile
reactants can be significantly affected by transport processes in
porous media. In this study, we have performed a sensitivity
analysis on the effect of transport on the turnover of the
reaction between H2S and FeOOH that is based on a surface
complexation model implemented into a reactive transport
code. The analysis considered two reactive surface species
(≡FeS- and ≡FeSH), the amount of surface sites and the
buffering capacity. Turnover depends on the ratio between
residence time and characteristic reaction time, expressed asDa
(Damköhler) numbers. Two completely different relationships
between turnover and Da numbers were observed for the two
reactive surface species which is due to the pH dependence
of their speciation. Calibration of the kinetic model in a
column experiment suggests the surface species ≡FeSH to
be responsible for the turnover. The characteristic reaction
time depends on the concentration of reactive surface sites
and the amount of ferric(hydr)oxides. In natural systems,
spatial distributions of these parameters exist along with that
of residence times. We, therefore, postulate that Da numbers
are also spatially distributed reflecting zones of high and
low turnover with implications for product accumulation and
competition with other reactions involving iron oxides.

© 2011 American Chemical Society
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Introduction

The importance of transport phenomena for the turnover and pathways
of geochemical reactions at the mineral-water interface has been stressed for
many geochemical reactions such as dissolution of salts and subsequent sinkhole
formation (1), establishing of redox fronts (2) or contaminant degradation (3, 4).
Predicting und quantifying such reactions in porous media in terms of simple
upscaling of batch reactivities, however, very often fails (e.g., (5, 6)) although on
a molecular scale the reactions are the same. The reason for these observations
has been related to the occurrence of dead-end pores and low-permeability zones
in porous media that can only communicate with the primary flow paths through
diffusion (7). As a result, the effective reactive surface area in a porous medium
is much lower compared to batch systems. In addition, transport processes in
heterogenous pore structures will also affect the supply of mobile reactants and
the removal of mobile products from the immobile reactive sites and thus control
the extent of the overall reaction kinetics.

Only a few attempts have been made to account for the effect of transport
processes on turnover and pathways of redox processes, although these reactions
very often reflect interactions at the mineral-water interface. For example, Hansel
et al. (8) observed that for microbial iron reduction two different flow velocities
resulted in a different mineral inventory downstream of the reduction zone, which
they attributed to a higher removal rate of ferrous iron at higher flow velocities
driving the transformation process. In another study on microbial iron reduction,
variation of the flow rate in column experiments lead to an increase of ferrous
iron release (9). Szecsody et al. (10) have found significant influence of flow
and pore-scale heterogeneity on rates of a coupled redox network and postulated
that development of transport-relevant reaction parameters are required to account
for the non-linear behaviour of such redox systems in porous media. The little
attention paid to transport phenomena in aquatic redox chemistry is even more
surprising since experiments under flow conditions are widely used approaches to
study redox processes (e.g., (11–13)).

In this study, we aim to derive a fundamental understanding to what extent the
turnover of a surface controlled reaction and the product distribution are affected
in an advective flow system. To these ends, a sensitivity analysis was performed
based on numerical scenarios with a reactive transport code, which studies the
single steps of the reaction between dissolved sulphide and ferric oxides in a
column experiment. We have chosen this reaction because it is prominent in
many anoxic systems (14–16), on the one hand, and its initial reaction steps and
their kinetics are well established, on the other hand.

Since turnover and product formation are controlled by both, kinetic and
transport parameters, we will discuss our data using dimensionless Damköhler
numbers that compare hydraulic residence times with characteristic reaction
times (17). The numerical results are used to evaluate and discuss the results of
a laboratory column experiment.
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Theoretical Background

Kinetics of Sulphide Oxidation by Ferric (Hydr)Oxides

H2S reacts in an initial reaction with FeOOH to generate S° and Fe2+

which may at higher pH form FeS (18) and ultimately lead to pyrite generation
(19). The electron transfer reaction is preceded by the adsorption of sulphide to
the oxide´s surface to form a reactive surface complex {≡FeX}, which is either
{≡FeS-}or {≡FeSH} (20). The reaction kinetics can be described by a first-order
rate law that depends on the concentration of the surface species ≡FeX.

The pH dependence of the surface speciation makes the reaction highly pH
dependent with a maximum rate at circumneutral pH (20, 21). The rate constants
of this reaction vary between 10-1 and 10-4 min-1 depending on the specific ferric
(hydr)oxide (19).

Damköhler Numbers

For a certain range of rate constants, a decoupling between reaction and
transport can occur, i.e. the residence time may not be long enough to ensure a
complete turnover of the educts within a given flow distance.

The dependency of educt turnover on residence time can be parameterized
with the dimensionless Damköhler number (Da) which relates the transport time
scale to the reaction time scale in a given system (22). For an aquatic constituent
that is removed from the system via a first order reaction, the corresponding Da
number is readily derived from the Convection Dispersion Equation (22) CDE (eq
3) (c: concentration of the constituent, v: pore water velocity, x: length, t: time,
D: dispersion coefficient).

Normalization of the variables with the respective scales (L = characteristic
length of the system, τ = L/v : residence time, c0: input concentration) yields the
normalized CDE (eq 4) with dimensionless (relative) variables (c′ = c/c0, x′ = x/L
and t′ = t/τ = tv/L).
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TheDa number as defined in eq 5 is valid for advective systems and therefore
termed Damköhler number I, contrary to the Damköhler number II that is applied
to account for pore diffusion problems (cf. below). In the following discussion,
we will use the term ‘Da number’ synonymously for the Damköhler number I.

Eq 5 states that low Da numbers define a state where the residence time τ
is low compared to the reaction time scale 1/k, and, thus, turnover might not be
complete within a given flow distance. Complementary to that, high Da numbers
indicate a higher ratio of residence to reaction time, and thus, a higher removal
rate of a specific constituent.

A theoretical relationship between turnover and Da numbers is depicted in
Figure 1. It is derived from an analytical solution of eq 4 for simple boundary
conditions (constant reactant supply, steady state, dispersivity α = 0.0125 m). It
can be seen that turnover rises monotonically with Da numbers until turnover
reaches completion for Da numbers >5. The Da number reflects different
combinations of flow rate, reaction time and flow length.

Figure 1 implies that a certain geochemical reaction will show different
turnover at different flow rates. The flow rate will also define the flow length at
which a certain amount of reactant is depleted. The Da number at which 50% of
the turnover is achieved approaches unity in the absence of a solid matrix, but is
shifted to higher values in porous media with increasing dispersivity α.

Figure 1. Theoretical relationship between Damköhler numbers and turnover for
constant reactant supply and steady state with α = 0.0125 m.

The Damköhler concept has already been used in a variety of hydrochemical
studies, which are mostly related to the fate of contaminants in aquatic systems.
For example, it was demonstrated that double peaks due to kinetic sorption in
simulation experiments occurred only at Da numbers <3 (3). Bold et al. (4)
observed that kinetic sorption of organic contaminants onto mobile particles is
mainly relevant for contaminant export at Da numbers between 0.01 and 100.
Breakthrough of contaminants appeared to take place under non-equilibrium
conditions at Da numbers <10 (23). Beyond the usage in sorption studies of
organic contaminants, theDa concept has also been used in other fields of interest.
Ocampo et al. (24) compiled the removal of nitrate in riparian zones of various
catchments and demonstrated that nitrate removal was <50% for Da numbers <1
and increased to nearly 100% at Da numbers of 2-20. Similarly, Da numbers and
residence time distributions were used to study removal extent of contaminants
in treatment wetlands (25). Kern et al. (26) used Da numbers in a sensitivity
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analysis of the removal of Cd from rivers by adsorption onto settling particles and
found a limitation of removal at Da numbers <10.

However, these applications were restricted to cases where the reaction
itself did not show any feedback behaviour or dependency on additional reaction
parameters. Both are true for the reaction of sulphide with iron (hydr)oxides,
which is supposed to be a pH-dependent, surface controlled reaction. Here,
turnover might be additionally affected by (reaction-related) pH-changes and
surface properties of the iron (hydr)oxides (side density, adsorption constants,
competition for surface sites).

Materials and Methods

The basic setup that was used for both approaches (numerical studies and
laboratory experiments) consisted of a 25 cm long column (flow through area ~50
cm2) that contained iron (hydr)oxide-coated sand. Columns were flushed with a
sulphide solution for approximately 20 pore volumes (1 PV ~480 mL) at different
flow rates (see Table I). Basic characteristics of the influent solution(s) and the bulk
material are summarized in Table II. Variable values for the simulations refer to the
sensitivity analysis (bold values mark the standard values used in the simulations).

Table I. Velocity in pore volumes vPV, mean velocities v ̅ ̅,̅ pore water velocities
v and time step size Δt for simulations and column experiments

simulations

vPV [PV d-1] 0.25 0.5 1 2 4 6 8 12 16 24

v̅ [cm d-1] 2.5 5 10 20 40 60 80 120 160 240

v [cm d-1] 6.25 12.5 25 50 100 150 200 300 400 600

Δt [s] 3456 1728 864 432 216 144 108 72 54 36

column experiments

vPV [PV d-1] 0.5 1.0 2.8 5.7 10.4 14.7

v ̅ [cm d-1] 5 10 27 55 100 142

v [cm d-1] 12 25 69 139 254 360

The sulphide concentration of 200 µmol L-1 is in the typical range of
environmental concentrations. DIC was added to the system to provide a certain
buffering capacity because the reaction between sulphide and ferric (hydr)oxide
consumes protons. However, the concentration was not chosen too high in order
to minimize the build-up of carbonate surface complexes. Sodium chloride was
added to establish a constant ionic strength in the system.
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Table II. Concentrations for inlet solutions

simulations column experiments

csulphide [µmol L-1] 200 188 ± 5 a

cDIC [µmol L-1] 18.5 / 200 / 400 b 200

cNaCl [mol L-1] ~ 0.01 0.01

surface sites [µmol] 27.4 / 83.3 / 163 / 247 / 547 b 40

pH [-] 7 7.05 ± 0.06 a

a mean ± standard deviation b for sensitivity analysis

The large range of flow rates allowed to mimic a variety of subsurface
conditions which are typical for heterogeneous aquifers. The different values
for the total amount of surface sites (SSI) were used to model the variability of
surface properties among iron (hydr)oxides and their content in environmental
systems, which can show considerable variation (27).

Simulations

Simulationswere performedwith the transport-reaction-model TBC (28). The
model column was discretized into 10 rectangular prisms with a length of 0.025 m
and a width and height of 0.0709 m with 44 nodes. The volume of the column was
separated into a bulk and a mobile phase with a porosity of 0.4 and a density of
2.65 g cm-3 for the bulk material. Transport was calculated one dimensional with a
finite difference method. Boundary conditions (BCs) for flow were set as follows:
first type BC for the last layer nodes (x = 0.25 m) with a fixed head value of 0;
second type BC for the first layer nodes (x = 0 m) with the chosen flow rate. The
inflow of solutes was also defined as a second type BC for the first layer nodes.

Dispersivity was set to a value of 0.0125m for all simulations. A similar value
was used by others for the simulation of column experiments (e.g., (23, 28)), what
allowed a reasonable computation time.

Temporal discretization was adapted for each flow velocity to 0.01 PVs in
order to obtain the same amount of time steps for each simulation. All simulations
met stability criteria for spatial and temporal discretization (Courant number, grid-
Peclet number).

The equilibrium systemwas set up according to the component principle given
in (29). Equilibrium reactions and the corresponding equilibrium constants are
shown in Table III (equilibrium constants for the aquatic species were adapted to
20 °C).

With respect to the surface species it has to be mentioned that TBC does not
account for surface charge as described in (33), and, thus, effects that are related
to this parameter are not considered in the simulations.
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Table III. Equilibrium reactions for TBC (with equilibrium constants Keq)

reaction log(Keq) reference

H+ + OH- ⇔ H2O -13.998 (30)

H2S ⇔ HS- + H+ -6.994 (30)

HS- ⇔ S2- + H+ -12.918 (30)

H2CO3 ⇔ HCO3- + H+ -6.151 (30)

HCO3- ⇔ CO32- + H+ -10.13 (30)

Ca2+ + CO32- ⇔ CaCO3 -8.475 (30)

≡FeOH2+ ⇔ ≡FeOH + H+ -6.7 (31)

≡FeOH ⇔ ≡FeO- + H+ -9.0 (31)

≡FeOH + HS- ⇔ ≡FeS- + H2O 5.3 (20)

≡FeOH + H2S ⇔ ≡FeSH + H2O 3.8 (20)

FeS + H+ ⇔ Fe2+ + HS- -3.195 (32)

For the 19 reactive species and the 11 associated reactions 8 components
had to be chosen to describe the equilibrium system. The selected components
were TOTH+, TOTH2CO3, TOTH2S, TOTFeOH, TOTCaCO3 and TOTFe2+. The
two non-reactive species Na+ and Cl- were additionally balanced with the two
components TOTNa+ and TOTCl-.

The reduction of FeOOHwas defined as a first-order reaction according to the
model proposed in (20) (eq 6) with either ≡FeS- or ≡FeSH as the solely reducing
species .The reduction reaction was implemented according to eq 6:

{≡FeX} denotes the concentration of the reducing species ≡FFeS- or ≡FeSH and
Y was adapted to it respectively (5 for ≡FeS- and 4 for ≡FeSH). The adaption of
proton consumption was necessary because the proton balance for the generation
of both sulfur surface-species is different and had to be accounted for to meet
the overall proton mass balance for the reduction. For every reduced quantity of
FeOOH, one surface site of the reducing species was consumed and replaced by
≡FeOH. This is in agreement with the production of new surface sites during the
reduction, so the total amount of surface sites was kept constant over the simulation
time. Produced Fe(II) was instantaneously released to the mobile phase, where
it could equilibrate with sulphide. A second kinetic reaction was set up for the
production of S0 because, in TBC, only one species can be defined by a kinetic
reaction. The rate constant for S0 production was set to half of the rate constant
for FeOOH reduction.

565

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Siderite precipitation was also defined kinetically and was dependent on
saturation index as described in (34). However, siderite did not form within all
performed simulations and is therefore disregarded in the evaluation of results.

The initial speciation of influent solution, pore water and surface species was
calculated with PhreeqC (32). The derived speciation of the surface groups was
converted to volumetric concentrations by dividing them through the volume of
solid phase present in the model column and the resulting species concentrations
were then inserted into the model..

For the model runs of the sensitivity analysis two basic model setups were
used which differed in the description of the reduction reaction (either ≡FeS- or
≡FeSH as reducing species). Other kinds of sensitivity analysis just concerned
model parameters.

For the different runs of the sensitivity analysis a set of ten flow rates per
rate constant was simulated (see Table I). The rate constants were varied between
1·10-5 and 1·10-3 s-1 and thus allowed to cover a wide range of reactivities of ferric
(hydr)oxides and, thus, also Da numbers. The range of rate constants was adapted
from experimental data determined by (19).

Column Experiments

For the column experiments acrylic glass cylinders ( 8 cm, length 25 cm)
were used that contained goethite-coated quartz sand. Influent solutions were
pumped upwards through the columns via a peristaltic pump (Ismatec MCP
Standard, Ismatec, Switzerland). The column was placed into a holding system
in the bottom of which small channels were cut to distribute the inflowing water
across the entire cross section of the column. Columns were equipped with glass
fibre frits both at the bottom and the top to enable homogeneous flow conditions.
Flow rate was controlled by weighting the collected outflow of the column. All
components of the experimental setup were connected with PU-tubes ( 2.4 mm,
Legris GmbH, Germany) and LuerLock®-connectors.

For the coating procedure of the quartz sand, Bayferrox® 920Z (Lanxess
Deutschland GmbH, Germany), a synthetic commercially available goethite
mineral, was used. Due to the rather low pHpzc of this material (5.5), which was
attributed to adherent sulfate on the surface, the utilized Bayferrox® 920Z was
washed with a pH 10-solution (NaOH) several times before further use. This
procedure raised the pHpzc to a value of 7.4. The coating itself was done after the
method of (35).

Water for the preparation of influent solutions was degassed with the help of
two MiniModule®-degassing units (Membrana GmbH, Germany). All influent
solutions were prepared and stored in gastight aluminized PP/PE-bags (Tesseraux
Spezialverpackungen GmbH, Germany). Sulphide solution was prepared by
injecting of appropriate amounts of 1M NaHCO3-, 1M NaCl and freshly produced
0.1M Na2S with a syringe into a five liter aluminized PP/PE-bag to reach the final
concentrations given in Table II.
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The column experiments started by flushing the packed columns with ~2PV
of degassed deionized water. Then, ~2PV of 0.01M NaCl-solution was pumped
through the column and electric conductivity was measured at fixed intervals
to register the breakthrough curve from which the column characteristics were
derived with the code CXTfit (36). Then, sulphide solution was injected into
the column for 20 PVs. Sulphide concentration was monitored every 0.5 PV by
taking a probe with a syringe through inbuild stopcocks at the inflow and outflow
(sampling volume: 0.5-2 mL). Manual sampling rate was adjusted to flow rate in
order to not disturb flow conditions within the column. Sulphide concentrations
were determined with the methylene-blue method (37).

For the determination of sulphide turnover of the column experiments the total
amount of inflowing and outflowing sulphide was calculated from flow rate and
measured sulphide concentrations. Relative turnover was calculated as the ratio
of consumed to inflowing amount of sulphide.

Comparison between Experimental Data and Simulations

In order to compare the model with the experimental findings the surface
properties of the ferric (hydr)oxide and the inlet concentration of sulphide had
to be changed in the model. The inlet concentrations of sulphide were changed
from 200 to 188 µmol L-1 with the latter value being the mean inlet concentration
of sulphide within the column experiments.

In order to adapt the surface properties of the model to the experimental
conditions, data from the characterisation of the pure Bayferrox® goethite were
used. The amount of surface sites within the experimental column was estimated
to be about 40 µmol based on the amount of coated quartz sand, the specific
surface area of the pure goethite (9.2 m2/g) and a site density of 5 x 10-6 mol/m2.
The pure Bayferrox® goethite was additionally characterised with respect to the
pHpzc and the reactivity towards sulphide. The pHpzc was estimated to be 7.4 (38)
but no explicit information was available for the absolute values of the acidity
constants. Since the pHpzc is the mean value of the two pKa constants (31), the
two acidity constants of the model were shifted to meet the experimental pHpzc
and thus the original range between these two constants was preserved.

The intrinsic rate constant of the rate law in eq 2 was used either in terms
of ≡FeS- or ≡FeSH as the reactive species. Literature data suggest that ≡FeSH
is the dominant species for the reduction of ferric (hyr)oxides (e.g., (20)). For
comparison, we also performed simulations with a reduction in terms of ≡FeS-
since the both species completely differ in their pH-dependent speciation (Figure
2). ≡FeS- concentration is nearly constant at pH>7, while ≡FeSH predominates in
the circum-neutral pH range.

The rate constants were taken from experimentally derived rates (19). To
these ends the experimental rates (3.71·10-8 mol min-1 m-2) were normalized to
concentrations of either ≡FeS- or ≡FeSH that were calculated with a PhreeqC
simulation considering the experimental conditions. The intrinsic rate constants
derived were 1·10-2 s-1 for ≡FeSH and 8.5·10-4 s-1 for ≡FeS-.
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Figure 2. Calculation of surface speciation of ≡FeS- and ≡FeSH for a batch
system (c(Na2S) = 10- 4 M, c(FeOOH) = 2 g L-1, Aspez = 58 m2 g-1, I = 0.1 M).

Results and Discussion

Effect of Surface Species

Da numbers have a significant effect on pH (Figure 3) which clearly depends
on speciation. The pH increase is much higher with ≡FeS- as the reducing species
due its higher alkalinity. Nevertheless, the relationship between Da numbers and
turnover behaves almost theoretical for this species (Figure 4) proposing equality
between transport and reaction time scale for a Da number close to unity. In the
simulations turnover is complete forDa numbers >1 and a fast decrease in turnover
occurs for Da numbers <1. This pattern can be explained by the predominance of
the species ≡FeS- in the simulated pH range (Figure 2), so that the turnover is only
marginally affected by changes of the pH during the reaction.

Figure 3. Comparison of simulated outflow pH after 20 PVs for the reducing
species ≡FeS- and ≡FeSH.
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Figure 4. Simulated turnover of different model species for ≡FeS- as the reducing
species.

In contrast, the concentration of the species ≡FeSH distinctly decreases with
pH so that a significant effect on the relationship betweenDa numbers and turnover
was observable (Figure 5), even though the pH range was much smaller (pH 7 to
9, Figure 3). Two features are observable. First, the total amount of consumed
sulphide is much lower for ≡FeSH than for ≡FeS-. Second, the shape of the Da-
turnover-curve for ≡FeSH is shifted and flattened towards higher Da numbers.
The reason for this behaviour can be related to the lower capacity of the system to
oxidize sulphide due to the pH dependency of ≡FeSH concentrations.

Figure 5. Comparison of simulated sulphide turnover for the reducing species
≡FeS- and ≡FeSH.

Also the spatial distribution of the reaction zone is affected by Da numbers.
In Figure 6, the reaction rate is shown for three different runs that either shared
the same flow rate or the same Da number (reaction rates were normalized to the
highest occurring value respectively). For the two runs with the same flow rate but
different values for k, a different spatial extent of the reaction zone can be observed,
i.e. for the lower Da number the reaction zone is longer due to the higher reaction
time (lower rate constant). In contrast, the two runs with different flow rates but the
same Da number show a similar length of the reaction zone. This emphasizes that
both the reaction and the residence time have to be accounted for when predicting
the turnover within a sytem and that the Da number is more suitable for such a
comparison than flow rate alone.
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Figure 6. Longitudinal distribution of simulated relative reduction rates for
three simulations with different flow rates and Damköhler numbers (≡FeS- as

reducing species).

Correspondingly, the spatial distribution of sulphide and FeS were also
dependent on Da numbers (Figure 7). The zone of FeS occurrence is longer for
low Da numbers. It is also obvious that FeS formed at the same region where
the highest sulphide consumption occurs, which means that Fe(II) was almost
completely captured by FeS-precipitation right at the source region.

Figure 7. Longitudinal distribution of simulated relative concentrations of FeS
and dissolved sulphide after 20PVs for ≡FeS- as reducing species.

Effect of the Amount of Surface Sites

In the next step, we investigated the effect of different amounts of reactive
surface sites on the relationship between Da numbers and turnover with our
simulations because this parameter may exhibit a considerable range in natural
environments. It reflects the amount of iron (hydr)oxides in a system and the
specific surface area of a certain Fe-mineral and both may be highly variable. The
amount of surface sites (SSI) was varied over two orders of magnitude in order to
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mimic conditions ranging from low Fe-content, highly crystalline minerals (e.g.,
hematite, goethite) towards higher Fe-content, lower crystalline minerals (e.g.,
lepidocrocite, ferrihydrite). Results for ≡FeSH and ≡FeS- are shown in Figure 8.

Figure 8. Simulated sulphide turnover between 10 and 20 PVs for a different
amount of surface sites for ≡FeSH (left) and ≡FeS- (right) as reducing species.
In this simulation turnover was calculated only for the second half of the

simulation period to avoid errors related to the initial sorption of sulphide so that
the maximum turnover is 1000 μmol.

For ≡FeSH a relationship between Da numbers and turnover similar to that in
Figure 4 can be observed, i.e. for simulations with a high amount of SSI the edge
tends towards low Da numbers, the total turnover is higher than for simulations
with low SSI and the curve approaches the theoretical Da relationship.

Figure 8a also shows that for low values of SSI for ≡FeSH, a complete
turnover is never accomplished within the given flow rates and k values. Also,
simulations with a lower value of SSI show a larger Da range between low and
high turnover values and are generally shifted towards higher Da numbers. For
≡FeS- (Figure 8b) this effect can also be observed but only for very low values
of SSI. In addition, the magnitude of the shift in Da numbers to achieve constant
turnover values is very low compared to ≡FeSH (note the scale on the x-axis in
Figure 8).

A reason for the discrepancy between the two species is the difference in the
amount of reactive surface sites, which determines the capacity of the system to
oxidize sulphide, i.e. for low values of SSI the amount of surface sites are not
sufficient to oxidize the whole amount of sulphide within a given flow distance
even for long residence times.

Effect of Buffer Capacity

Since the relationship between Da numbers and turnover appears to be
controlled by the pH-dependency of the surface speciation, we investigated the
influence of the buffering capacity of the system. Therefore, three runs with
different amounts of DIC were performed where the reaction was defined in
terms of ≡FeSH due to its sensitive towards pH changes at neutral to alkaline
conditions. Results for the three runs are given in Figure 9.
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Figure 9. Simulated sulphide turnover for different DIC concentrations (≡FeSH
as reducing species).

The maximum pH simulated dropped from 7.86 at 18.5 μmol L-1 DIC to
7.58 at 400 μmol L-1 DIC. For lower Da numbers, the curves are rather similar,
whereas for higher Da numbers (and thus higher turnover) an almost constant
difference between the three curves can be observed. Since the amount of
≡FeSH is dependent on pH and protons are consumed during the reaction, a
higher buffering capacity stabilizes the ≡FeSH-concentration, and, thus, increases
turnover at higher Da numbers. This feature might be of special interest in low
buffered flow systems where a feedback of the reaction on the turnover can be
expected.

Generalisation of the Dimensionless CDE Equation

The first order rate law for the consumption of sulphide (eq 2), which depends
on the concentration of the surface species ≡FeS- or ≡FeSH, can be reformulated
with the equilibrium reaction of that surface complex, which yields for ≡FeSH
(with equilibrium constant KFeSH):

This equation provides a direct relationship between sulphide consumption and
the sulphide concentration in the mobile phase, which can be incorporated in the
dimensionless CDE (eq. 4):

As a result, an apparent Damköhler number Daapp can be defined in terms of the
capacity of the system to form reacting surface complexes with the help of the
complexation constant (KFeSH) and the amount of available surface sites {≡FeOH},
which depends on the reaction conditions.

572

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

5

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



When introducing the equilibrium constant KFeSH and the amount of ≡FeOH
into the definition of the Da number, the individual curves for ≡FeSH of Figure
8 converge into one unique curve (Figure 10). The shape of this curve is closely
related to the ideal Damköhler relationship (Figure 1) with the inflection point
being close to 1. However, the curve tends to increase again at higher apparent
Da numbers. This behaviour remains unresolved. A feed-back mechanism may
be envisioned according to which the pH increases with increasing turnover on
the one hand. On the other hand, a decrease in the oxidizing capacity occurs upon
change of the surface speciation, decelerating the oxidation rate of sulphide.

Figure 10. Normalization of simulated sulphide turnover using the apparent Da
number from eq. 9 (≡FeSH as reducing species).

Comparison with Experimental Findings

The experimentally derived relative sulphide turnover is shown in Figure
11. Turnover is never complete for the chosen flow rates and decreases from
approximately 90 to 70%, with increasing flow velocities in a non-linear way.
Thus, a dependency of sulphide turnover on residence time is clearly visible.

Figure 11. Experimental and simulated relative sulphide turnover for column
experiments for the initial guess of rate constants for ≡FeS- and ≡FeSH (left)

and the adapted rate constant for ≡FeSH (right).
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Figure 11a also compares the measured sulphide turnovers with simulations in
terms of ≡FeS- and ≡FeSHusing the rate constants as presented in theMaterials and
Methods section (i.e. 8.5·10-4 s-1 and 10-2 s-1, respectively). The correspondence
between simulated and experimental turnovers was not satisfying for both reducing
species. In case of ≡FeS-, the turnover showed almost no dependency on residence
times. Variation of the rate constant for the reduction with ≡FeS- did not change the
shape of the curve for ≡FeS- (data not shown), which implies that the experimental
curve can hardly be reproduced when using ≡FeS- as the reducing species.

When using ≡FeSH as the reducing species, the simulated values for relative
sulphide turnover reproduce the experimental values much better, but generally at
a lower magnitude. It seems that the use of ≡FeSH as the reducing species could
principally explain the experimental relationship between sulphide turnover and
flow velocity, which would also be in accordance to suggestions made in literature
(see above). A much closer fit between the simulated and the measured sulphide
turnover could be obtained by increasing the rate constant by a factor of 2 to
2·10-2 s-1 (Figure 11b). Duplication of the value derived from experimental data
seems to be justified given the uncertainties inherent to the reactivities of ferric
(hydr)oxides.

The simulated and experimental findings were also compared in terms of
the sulphide export from the columns. Results of this comparison are shown in
Figure 12. The simulated ouflow concentrations for the various pore volumes
are rather similar. However, the simulated curves had a much sharper increase
in turnover and achieved steady-state values already after 2-3 pore volumes. In
contrast, the measured turnover increase was significantly delayed, which may be
due to the formation of secondary products (e.g., pyrite) that were not considered
in the simulations but that were observed in the solid phases of the columns as
chromium reducible sulphur in excess to elemental S° (data not discussed) or to
varying transport properties in the columns (e.g., dispersivity).

Figure 12. Simulated and experimental sulphide concentration at the outflow of
the column.
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Overall, the simulation underpins the need to account for the surface chemistry
of the solid phase, and in particular for the specific interaction with reactants in the
mobile phase, when discussing the effect of transport on the turnover of sulphide
reacting at the immobile ferric oxide surface.

Implications

Geochemical Considerations

The experimental study and the results of the scenarios have clearly
demonstrated that the turnover of a heterogeneous redox reaction, such as the
oxidation of sulphide at the ferric (hydr)oxide surface in a flow-through system,
depends on the ratio between residence time and characteristic reaction time
expressed as Da numbers. From a geochemical perspective, the critical parameter
in the Da number is the characteristic reaction time, which was shown not to be
the inverse of the first order rate constant k. Rather, it is related to the apparent
rate constant kapp being the product of k times the concentration of the reactive
surface complex

The concentration of the reactive surface complex determines the capacity
of the system to oxidize sulphide. Depending on the reactive surface complex
applied in the kinetic model, two completely different relationships between
turnover and Da number could be observed. Simulations with ≡FeS- as the
reducing species showed a nearly theoretical behaviour of sulphide turnover and
Da numbers, while ≡FeSH lead to a significant deviation from this behaviour
(Figure 5). In this case the overall turnover decreased. Also the increase of
turnover with rising Da numbers was affected by the choice of the reducing
species. With ≡FeSH as the reactive species, turnovers comparable to those
with ≡FeS- were only achieved at higher Da numbers. The differences between
these two kinetic models for the reduction is a result of the different supply of
reducing surface species. Concentrations of ≡FeSH are generally lower at pH >7
compared to ≡FeS- and also show a further decrease with increasing pH-values.
The simulations further indicated that the spatial extent of the reaction zone is
also defined by the Da number rather than by the flow velocity alone (Figure 6).

Calibration of the kinetic models in a column experiment suggests the surface
species ≡FeSH to be responsible for the turnover in the experimental flow-system.
Implementing the concentration of this species into the modified dimensionless
CDE (eq. 8) to obtain an apparent rate constant allows to predict the turnover of
sulphide in an ferric(hydr)oxide containing porous medium.

The dependency of turnover relationships on the amount of reactive surface
sites is of paramount importance in natural systems. On the one hand, conditions
are variablewith respect to the iron content. Additionally, a large spectrum of ferric
(hydr)oxides occurs in natural systems covering a wide range of specific surface
areas, variable in time and in space as driven by fluctuating redox conditions. The
amount of reactive surface sites can even bemodulated by adsorption of substances
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inhibiting the reaction, such as phosphate or DOC (39). Further modification
will arise from the buffering capacity of an aqueous system. An increase of the
DIC concentration leads to a higher turnover especially for high Da numbers that
is a cause of the pH dependency of the reaction, and, which is therefore also
related to the change of the availability of surface sites. The impact of buffer
capacity on the relationship betweenDa numbers and turnover is more pronounced
in the lower range of DIC concentrations, although such values may be of minor
importance to natural systems, which exhibit a higher buffering capacity under
anaerobic conditions.

As a consequence a patchwork of reactive sites will exist in a natural system
that controls the characteristic reaction time, and, thus, the turnover of sulphide at
a certain location.

The Role of Transport

The implication of these considerations for natural systems is severe. On
the one hand, a spatial distribution of characteristic reaction times can be
expected, which causes a spatial variation of the product distribution such as
FeS. Moreover, coupled chemical reaction networks will exert strong feedback
on the breakthrough of individual species. In a sensitivity analysis of a reactive
transport system in which a solute (Co(II)EDTA) could undergo oxidation (to
Co(III)EDTA) or dissolution (to either Co2+ and Fe(III)EDTA) in contact with
iron oxides, Szecsody et al. (10) were able to demonstrate that variation of the
rate coefficients of individual reactions significantly affected the breakthrough of
the various species due to change in speciation and their individual reactivities
in the system. The highest iron dissolution rates (highest Da numbers (Da =
35) at the given residence time in their scenario, for example, lead to a higher
breakthrough of Co2+ compared to Co(II)EDTA. In turn, this species had the
highest breakthrough at the lowest Da number (Da = 1.4) simulated while
only traces of Co2+ left the column under these conditions. Similar effects
can be expected in regard to the formation of pyrite along with the reaction
sequence between ferric oxides and dissolved sulphide as discussed in this article.
Pyrite formation requires dissolution of FeS, formation of polysulphides and
precipitation of FeS2 (e.g., (40)), all of which operate parallel at different reaction
rates.

On the other hand, transport in natural systems is typically not a piston-type
flow as it is assumed to occur in columns, characterized by a unique residence time
(even this assumption is only an approximation). Rather, a spatial distribution of
residence times has been postulated to exist in many groundwater and wetland
systems (41, 42) and it is assumed that transport effects on geochemical reactions
occur on the pore scale (e.g., (7)).

Combining the spatial distribution of characteristic reaction times with that
of residence times, one obtains a distribution of Da numbers that will control
the turnover and product distribution in a porous medium. Figure 13 shows a
distribution of flowpaths in the saturated zone of a redox-chemically activewetland
that has been simulated as a consequence of fluctuations of surface water-levels
exposed to surface topography (43).
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Figure 13. Simulated distribution of sub-surface flow paths (unpublished data
based on (43)) for a redoxchemically very active environment (riparian wetland).
Red arrows indicate different types of flow cells (deep + shallow flow cells) which

are induced by micro-topography.

Each flowpath reflects also a different residence time of water that can
be exposed to various redox processes. A water parcel moving along these
flow-paths is being exposed to a multitude of immobile geochemical reactants.
The extent of reaction depends on both, the exposure time at a certain location
that can be expressed as the local residence time of the water parcel, and the
apparent rate constant. Hot-Spots, i.e. zones of high turnover rates are then
characterized by zones within flow paths that are subject to high Da numbers.
Such zoning has been conceptualized by reactive transport modellers in terms
of a mass transfer between mobile and immobile regions in which chemical and
physical heterogeneities are reflected by distributions of kinetic rate constants
and residence times in the immobile zone (44). It should be noted that at this
scale the Damköhler number II (eq. 11), which accounts for pore diffusion (Ddiff
= diffusion coefficient), would be more appropriate to discuss transport effects.

One direct implication of these considerations is that Da numbers are specific
for a certain redox process, which is due to specific apparent rate constants but
also specific residence times of the reactants. Under conditions where competition
exists for an electron acceptor, the preference for one pathway will be controlled
by reaction specific Da numbers (cf. the discussion in (45)). For example, low Da
numbers for the oxidation of sulphide might open the possibility for dissimilatory
iron reducing bacteria. Minyard and Burgos (9) investigated the effect of different
flow rates on dissimilatory iron reduction by bacteria in column experiments. They
varied the flow rate from 0.6 to 12.4 pore volumes per day (PV d-1) and found an
increase of iron reduction with increasing flow rate, i.e. decreasing Da number
As this study has demonstrated, flow-rate dependent sulphide turnover is then
antagonistic to flow-rate dependent microbial reduction of ferric oxides, which
opens biogeochemical niches for the predominance of one pathway over the other
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that is only dependent on transport properties. Competition needs, thus, to be
expressed in terms of a relative difference between reaction specific Da numbers.
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Chapter 26

Evolution of Redox Processes in Groundwater

Peter B. McMahon,*,1 Francis H. Chapelle,2 and Paul M. Bradley2

1U.S. Geological Survey, Denver Federal Center, Mail Stop 415, Lakewood,
CO 80225

2U.S. Geological Survey, 720 Gracern Rd., Suite 129, Columbia, SC 29210
*pmcmahon@usgs.gov

Reduction/oxidation (redox) processes affect the chemical
quality of groundwater in all aquifer systems. The evolution of
redox processes in groundwater is dependent on many factors
such as the source and distribution of electron donors and
acceptors in the aquifer, relative rates of redox reaction and
groundwater flow, aquifer confinement, position in the flow
system, and groundwater mixing. Redox gradients are largely
vertical in the recharge areas of unconfined aquifers dominated
by natural sources of electron donors, whereas substantial
longitudinal redox gradients can develop in unconfined aquifers
when anthropogenic sources of electron donors are dominant.
Longitudinal redox gradients predominate in confined aquifers.
Electron-donor limitations can result in the preservation of
oxic groundwater over flow distances of many kilometers
and groundwater residence times of several thousand years
in some aquifers. Where electron donors are abundant, redox
conditions can evolve from oxygen reducing to methanogenic
over substantially shorter flow distances and residence times.

Introduction

The purpose of this chapter is to describe how reduction/oxidation (redox)
processes evolve spatially and temporally in different groundwater systems.
Redox processes, chemical reactions that transfer elections from donor compounds
to acceptor compounds, are often catalyzed by microbial processes. Identifying
the kinds of redox processes that occur in aquifers, documenting their spatial
and temporal distribution, and understanding how they affect concentrations

Not subject to U.S. Copyright. Published 2011 by American Chemical Society.
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of natural or anthropogenic contaminants is central to assessing the chemical
quality of groundwater (1–8). The chemical composition of mineral electron
acceptors such as dissolved oxygen (O2), nitrate (NO3-), manganese (Mn4+), ferric
iron (Fe3+), sulfate (SO42-), and carbon dioxide (CO2) are relatively simple and
analytical methods for quantifying them are well developed. Because microbial
populations utilize these electron acceptors based on the free energy released by
the electron donor-acceptor reaction, the sequence of electron acceptor utilization
is often predictable and in the order O2> NO3->Mn4+>Fe3+>SO42->CO2. For
these reasons, frameworks for describing redox processes in groundwater have
traditionally been based on the sequential uptake of electron acceptors (2, 6, 8,
9). This general framework forms the basis for the description of redox processes
used in this chapter. Redox zonation in heterogeneous sediments, however, can
be spatially complex due to variations in factors such as electron acceptor and
donor reactivities, concentration of redox intermediate products, and chemical
transport rates (10–14). Thus, redox zones may actually overlap in some settings
or simply be indistinguisable at the scale sampled by well screens.

Sources of Electron Donors in Groundwater

Reduced chemical compounds, that is, compounds capable of donating
electrons in redox reactions, have the potential for serving as electron donors
in groundwater systems. By far the most common electron donor supporting
microbial populations in groundwater systems is organic carbon. Aquifer
materials deposited in sedimentary environments commonly contain particulate
organic carbon that can support microbial metabolism. Particulate organic carbon
can be present in aquifer recharge areas, discharge areas, or points in between,
depending on the geologic framework of the aquifer. Dissolved organic carbon
(DOC) can be delivered to aquifers by various processes such as water percolating
through the unsaturated zone (15–20), or by diffusion into aquifers from adjacent
confining layers (21–23). DOC in groundwater recharge can originate from
natural or anthropogenic sources.

While natural DOC mobilized from surface sources is ultimately derived
from decaying plant material (17, 24), studies using both biochemical methods
(25) and spectrofluorescence methods (26) indicate that DOC in groundwater
systems is predominantly microbial in origin. This, in turn, reflects the cycling
of dissolved and particulate organic carbon to microbial biomass, which is then
recycled back to DOC. As a result of this continuous cycling of carbon, the
natural DOC delivered to and/or produced in aquifers tends to have relatively
low bioavailability (25). Confining layers adjacent to aquifers can sometimes
be a source of DOC to aquifers through the process of diffusion. For example,
confining layers of the South Carolina coastal-plain aquifer system contained
groundwater with concentrations of organic acids greater than concentrations
in the adjacent aquifers (21) (Figure 1). These organic acids, which are more
bioavailable than most DOC in groundwater, appear to have been produced
by acetogenic bacteria in the confining layers (22) and consumed by respiring
bacteria in the aquifers. The concentration gradient that developed in response to
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these two processes drove a net diffusive flux of organic acids from the confining
layers to the aquifers (21).

Figure 1. Concentrations of dissolved formate and acetate in groundwater of
confining layers and aquifers in the coastal plain of South Carolina. (modified

from reference (21)

Organic carbon may be the most common electron donor for microbial
metabolism in groundwater systems, but mineral electron donors such as sulfide
and ferrous iron minerals can be locally important. For example, it has been shown
that oxidation of pyrite coupled to the reduction of nitrate is an important process
limiting the migration of nitrate in a variety of hydrologic settings including a
glacial-fluvial aquifer in southwestern Canada (27), an agriculturally-impacted
glacial aquifer in Minnesota (28), and a coastal-plain aquifer in Maryland (29).
These inorganic electron donors could be present in geologic materials at the time
of deposition or formation, or they could be produced in aquifers as the result of
previous reduction with organic electron donors.

Sources of Electron Acceptors in Groundwater
Of the commonly available electron acceptors, four of them (O2, NO3-,

SO42-, and CO2) are present in the atmosphere and in the unsaturated zone of
many environments, soluble in near-neutral pH conditions of most groundwaters,
and often enter the groundwater system through recharge processes. There also
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can be important anthropogenic sources for some electron acceptors at the land
surface, such as nitrogen-fertilizer sources of nitrate in agricultural recharge
(30) (Figure 2). Manganese and Fe3+, the other commonly available electron
acceptors, primarily exist in the solid phase of rocks and minerals, and are less
likely to be present in groundwater recharge. Once recharge water reaches the
water table it becomes isolated from the atmosphere, which could result in the
depletion of electron acceptors along groundwater flow paths unless there are
subsurface sources to replenish them.

Figure 2. Nitrate concentrations in agricultural recharge and nitrogen fertilizer
use in the United States, both in relation to estimated date of groundwater

recharge. (data from references (28–35))

Manganese, Fe3+, SO42-, and CO2 have important subsurface sources in many
aquifers. Iron oxyhydroxide minerals such as goethite and amorphous Mn4+
and Fe3+ solid phases can occur as coatings on other minerals. Iron within the
structure of minerals such as smectite also can serve as an electron acceptor (36,
37). The minerals gypsum and anhydrite can serve as subsurface sources of SO42-,
particularly in carbonate-rock aquifers (4, 38). Sulfate that has diffused from
confining layers can also act as an electron acceptor for redox processes in marine
sedimentary aquifers (39). Subsurface CO2 can be produced by dissolution of
carbonate minerals and by microbial respiration in many types of aquifers.
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Evolution of Redox Processes along Groundwater Flow Paths

Flow Systems Dominated by Natural Sources of Electron

Unconfined Aquifers

Unconfined aquifers commonly receive spatially distributed recharge. This
recharge water moves vertically downward across the water table and causes
flow paths from upgradient areas to move deeper in the aquifer. Such a pattern
of groundwater flow in the recharge area of unconfined aquifers results in
vertical gradients in both groundwater age and redox processes. Flow systems
characterized by an abundant supply of natural electron donors could evolve
from O2-reducing to methanogenic conditions in a relatively short distance below
the water table. Flow systems characterized by a limited supply of electron
donors may not evolve beyond O2-reducing or mildly anoxic conditions. Figure
3 presents an example of the evolution from O2-reducing to methanogenic
conditions which occurred within a few meters below the water table in a glacial
outwash aquifer in Minnesota (40). In contrast, figure 4 presents a fluvial aquifer
in the High Plains of Kansas (41) where the system remained O2 to NO3- reducing,
even at depths of 200 m below the water table.

Figure 3. Distributions of redox processes and groundwater age along flow paths
in a glacial outwash aquifer in Minnesota. (modified from reference (40))
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Figure 4. Distributions of redox processes and groundwater age along flow paths
in a fluvial aquifer in Kansas. (data from reference (41))

The Minnesota aquifer was relatively thin and in an area of relatively high
recharge rates so groundwater flow distances were less than a kilometer and
residence times were on the order of decades or less. The Kansas aquifer was
relatively thick and in an area of relatively low recharge rates so groundwater
flow distances were tens of kilometers and residence times were on the order of
millenia. Given these differences in hydrology and redox zonation, redox reaction
rates in the Minnesota aquifer are assumed to have been much faster than those
in the Kansas aquifer. Near discharge areas at streams or rivers in both systems,
flow paths converged and turned upward with redox gradients becoming more
horizontal (42). The ratio between groundwater residence time and chemical
reaction time, sometimes expressed as the Damköhler number, has been used to
quantitatively compare redox evolution in different flow systems (13, 14, 43).
Whether an aquifer is transport or reaction dominated has important implications
for any redox-sensitive chemical that has health and/or ecological concerns (13,
43).
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Confined Aquifers

Recharge in confined aquifers occurs in outcrop areas and flows laterally
downgradient into confined parts of the aquifer. This pattern of groundwater
flow generally results in longitudinal gradients in both groundwater age and
redox processes in confined aquifers. Contributions of water and solutes from
adjacent confining layers could alter these longitudinal patterns in the vicinity
of aquifer/confining-layer interfaces (44). Thus, longitudinal gradients in
groundwater age and redox processes represent a fundamental difference between
confined and unconfined aquifers. A possible exception to this is contaminated
unconfined aquifers, in which longitudinal redox gradients could develop, as
noted below.

As in unconfined aquifers, the timescale for evolution of redox processes
in confined aquifers is controlled in part by the availability of electron donors
and acceptors and groundwater flow rates. For the example shown in Figures 5A
and 5B, an electron-donor rich glacial aquifer in Ontario, Canada (45), the flow
system evolved from Fe3+ reducing to methanogenic over a flow distance of about
12 km and a groundwater residence time of less than 20,000 years. In contrast, the
example in Figures 5C and 5D shows an electron-donor poor sandstone aquifer in
the Kalahari Desert, Namibia (46) where the flow system remained NO3- reducing
over a distance of about 90 km and a residence time of more than 20,000 years.
Figures 5E and 5F illustrates the effect of abundant supplies of a single electron
acceptor on redox patterns in the Floridan carbonate aquifer in Florida (38), a
system with relatively abundant supplies of electron donor. Oxygen and NO3-

in recharge water were consumed relatively quickly in this flow system. Sulfate
reduction became the next predominant redox process because of the limited
supply of Fe3+ and abundant supply of SO42- from the dissolution of gypsum and
anhydrite. Thus, the flow system remained SO42- reducing over a flow distance of
about 100 km and a groundwater residence time of more than 10,000 years.

Redox Processes near Aquifer/Confining-Layer Interfaces

Aquifer/confining-layer interfaces represent mixing zones that sometimes
are capable of supporting greater redox activity than either hydrogeologic unit
alone. Groundwater in aquifers can be a source of electron acceptors for redox
processes occurring in confining layers. Similarly, groundwater in confining
layers can be a source of electron donors for redox processes occurring in aquifers
(44). In both cases, redox processes have the potential to evolve over very short
distances. In the example shown in Figure 6, a NO3- contaminated alluvial aquifer
in Colorado overlying an organic-rich marine shale (47), O2 and agricultural NO3-

in groundwater from the alluvial aquifer diffused into the highly reducing shale
and were consumed over a distance of less than 2 m.

587

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

6

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Figure 5. Distributions of redox reactants and products, and groundwater
age, along groundwater flow paths in confined aquifers: (A and B)
glacial aquifer, Ontario, Canada (data from reference 45), (C and D)
sandstone aquifer, Kalahari Desert, Namibia (data from reference (46)),
and (E and F) carbonate aquifer, Florida. (data from reference (38))

Flow Systems Dominated by Anthropogenic Sources of Electron Donors

Many pristine aquifers are primarily electron-donor limited. However, when
large amounts of metabolizable organic carbon, such as gasoline, are introduced
to an aquifer the carbon limitation is relieved and microbial metabolism then
becomes limited by the availability of nutrients and electron acceptors. Numerous
studies have described how redox processes in groundwater systems are affected
by petroleum hydrocarbon spills (1, 5, 48–51). An example of how these redox
processes change in space and time was described by (52) at a leaking gasoline
underground storage tank site in South Carolina. The spill occurred in a relatively
permeable, fully aerobic (O2 ~ 6.0 mg/L), sandy, unconfined coastal-plain aquifer.
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Figure 6. Distributions of redox reactants and products in
groundwater near the interface of an alluvial aquifer and the Pierre
Shale, northeastern Colorado. (modified from reference (47))

The spill is thought to have occurred sometime in 1992 or 1993. By 1994, the
hydrocarbon plume immediately downgradient of the spill location had become
anoxic and Fe3+ reduction had been initiated (Figure 7A). Four years later,
however, the core of the plume was actively methanogenic, SO42- reduction
predominated downgradient of the methanogenic zone, and Fe3+ reduction
predominated near the discharge area at a small ditch (Figure 7B). The rapid
change of predominant redox processes from Fe3+ reduction to methanogenesis
near the spill, a much more rapid change than observed at most sites (1), reflects
the extremely low amount of Fe3+ present in this system. With so little available
Fe3+, the system rapidly shifted to SO42- reduction and methanogenesis over
just a few years. This process was accompanied by an increase in the density
of methanogenic microoganisms in the core of the contaminant plume as well.
This example illustrates how excess electron donors caused by anthropogenic
contamination can radically alter ambient redox processes in groundwater systems
and microbial ecology (52).
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Figure 7. Distribution of redox processes in a gasoline-contaminated unconfined
aquifer in South Carolina. (modified from reference (52))

The observed rapid shift from O2-reducing to methanogenic conditions at
this site is different from what commonly is observed in unconfined aquifers
dominated by natural sources of electron donors (Figures 3 and 4), as is the
spatial pattern of dominant redox processes. At the contaminated site in Figure
7, redox conditions were highly reducing at the upgradient end of flow paths
and oxidizing at downgradient ends. Just the opposite pattern was observed in
the uncontaminated flow system in Figure 3. Moveover, substantial longitudinal
redox gradients developed in the contaminated system, whereas redox gradients
in the uncontaminated flow system were largely vertical.

Effect of Groundwater Mixing on the Evolution of Redox
Processes

In the above examples, evolution of redox processes occurred along
groundwater flow paths that were generally unaffected by processes such as
pumping, leakage through long well screens, or leakage through natural fractures
that could mix groundwater of different ages, origins, and compositions. Such
processes have the potential to alter the predicted spatial pattern of redox processes
in aquifers by redistributing electron donors and acceptors in the flow system
more quickly than would otherwise occur under flow conditions unaffected by
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mixing. Pumping and leakage through well screens, for example, introduced
NO3- from shallow sources into deeper Fe3+ and SO42--reducing groundwater
in Nebraska and Florida, thereby shifting redox conditions in those systems to
NO3- reducing (43). Leakage through natural fractures introduced methane and
possibly other electron donors from deep sources into a shallow, oxic aquifer in
Colorado, thereby causing anoxic conditions to develop in the vicinity of fracture
zones (53).

Recognizing the potential impacts of groundwater mixing also is critical
for shallow, unconfined aquifer systems with anaerobic contaminant plumes.
For example, natural attenuation of chloroethene-contaminated groundwater is
complicated by the variation in redox character between different chloroethene
compounds. Polychlorinated parent compounds, like tetrachloroethene and
trichloroethene, are highly oxidized, tend to serve as electron acceptors during
biodegradation, and attenuate most efficiently under reducing conditions.
However, regulatory emphasis at chloroethene-contaminated sites is often on the
production and accumulation of reduced daughter products like vinyl chloride
(VC), which can serve as electron donors during biodegradation and attenuate
most efficiently in the presence of O2. Because VC is produced by microbial
reductive dechlorination under anaerobic conditions, aerobic VC biodegradation
is often deemed insignificant and the lack of accumulation of ethene, the
product of VC reductive dechlorination, is interpreted as evidence of incomplete
degradation, a so-called degradative “stall.”

Trace concentrations of O2 have been documented widely in shallow,
anaerobically-active chloroethene plumes and generally dismissed as an artifact of
atmospheric contamination during sampling or as the metabolically insignificant
O2 residual of aerobic consumption at the oxic/anoxic interface. However,
a recent study of DOC and O2 supply in shallow groundwater indicates that
O2 profiles can be explained by mixing of oxygenated recharge with shallow,
nominally anoxic groundwater (54). This suggests that low O2 concentrations
observed in shallow, anaerobically-active aquifers may, in fact, reflect extensive
precipitation-driven advection of O2 into the “anoxic” plume. The potential
impacts that a precipitation-driven flux of O2 into nominally anoxic chloroethene
plumes may have on contaminant attenuation are particularly relevant, because
mineralization of VC to CO2 can be substantial at O2 concentrations well
below the field standard for nominally “anoxic” conditions (55–57). Failure to
recognize the impacts of mixing of oxygenated recharge in anaerobically-active
chloroethene plumes can lead to the incorrect diagnosis of a degradative “stall”
and adoption of expensive and ineffective remedial actions.

Redox Processes in Regional Aquifers of the United States

An analysis of water samples collected from 5,135 domestic wells was used
to compare redox processes in regional aquifers of the United States (9, 58). A
regional analysis can be useful because of the unique perspective it provides
regarding the effects of climate, geology, and hydrology on redox processes. The
Snake River Plain basaltic-rock aquifer in Idaho exhibited the largest percentage

591

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ch
02

6

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



(100%) of oxic samples and the Silurian-Devonian carbonate-rock aquifer in the
Midwest exhibited the smallest percentage (13%) (Figure 8). The high percentage
of oxic samples in the basaltic-rock aquifer reflects the relatively fast rates of
groundwater movement from fracture flow and limited supply of electron donors
in that aquifer. The low percentage of oxic samples in the carbonate-rock aquifer
reflects, in part, a relatively large supply of electron donors in that aquifer, but
also electron-donor abundance in overlying glacial deposits that in some areas
served as confining layers for the carbonate-rock aquifer. On average among
the eight lithologic groups examined, sand and gravel aquifers in the western
United States such as the High Plains, Basin and Range basin fill, and Central
Valley aquifers contained the largest percentage (85%) of oxic samples. These
western sand and gravel aquifers are largely oxic, even though they often contain
old groundwater (Figure 4), because they are electron-donor limited. The glacial
sand and gravel aquifers contained the smallest percentage (43%) of oxic samples
because they contained relatively abundant supplies of electron donors such as
organic carbon and pyrite. Some aquifers, such as the Coastal Lowlands aquifer
system in the Gulf Coastal Plain, the Pennsylvanian sandstone aquifer in parts of
Ohio, Pennsylvania, and West Virginia, and the glacial sand and gravel aquifers
in the central United States, contained large percentages (25 to 39%) of samples
with mixed redox conditions (Figure 8). In part, this redox heterogeneity reflects
the heterogeneous nature of the sediment in these aquifers compared to aquifers
like the Central Valley and Basin and Range aquifers (Figure 8). Even at the
scale of this assessment, considering redox processes explained many of the
water-quality trends observed in these regional aquifers (9, 58).

Conclusions

The variability in the source and distribution of electron donors and acceptors
in aquifers has important implications for the evolution of redox processes in
groundwater systems. Highly reducing redox conditions generally indicate an
abundance of electron donors compare to electron acceptors. The distance along
groundwater flow paths over which redox processes evolve is largely a function
of the relative rates of redox reaction and groundwater flow. If redox reaction
rates are greater than groundwater flow rates, reducing conditions are expected to
develop over relatively short flow distances. Vertical redox gradients predominate
in the recharge areas of unconfined aquifers, whereas longitudinal redox gradients
predominate in confined aquifers. An important exception is unconfined aquifers
dominated by anthropogenic sources of electron donors, such as gasoline, where
substantial longitudinal redox gradients can develop and the gradients are the
reverse (more reducing to less reducing) of what is observed in uncontaminated
flow systems. Groundwater mixing also has the potential to alter the predicted
spatial pattern of redox process in aquifers by redistributing electron donors and
acceptors in the flow system more quickly than would otherwise occur under
flow conditions unaffected by mixing. Understanding mixing effects on redox
processes can be particularly important for predicting spatial patterns of redox
processes and contaminant degradation potential in groundwater systems. An
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Figure 8. Pie diagrams indicating the percentages of domestic well samples that
were oxic, suboxic, anoxic, or diagnostic of mixed redox processes in selected
regional aquifers of the United States. (modified from reference (58)) (see color

insert)

analysis of redox processes in regional aquifers of the United States indicated
that, on average, sand and gravel aquifers of the western United States such as
the High Plains, Basin and Range basin fill, and Central Valley aquifers where
the most oxic and glacial sand and gravel aquifers of the northern United States
were the least oxic. Some aquifers, such as the Coastal Lowlands aquifer system
in the Gulf Coastal Plain, the Pennsylvanian sandstone aquifer in parts of Ohio,
Pennsylvania, and West Virginia, and the glacial sand and gravel aquifers in the
central United States, contained large percentages of samples with mixed redox
conditions. In part, this redox heterogeneity reflects the heterogeneous nature of
the sediment in these aquifers compared to aquifers like the Central Valley and
Basin and Range aquifers.
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A

Abiotic and microbial reductive
dechlorination
CT, 527
PCE, 527

Abiotic/biotic
MNX degradation, 450t
RDX degradation, 445t

Abiotic CT reductive dechlorination and
mineral formation, 530

Abiotic dechlorination, 425f
Abiotic pathways, electron transfer, 544
Abiotic redox processes
oxidation reactions, 484
reduction reactions, 482

Abiotic reductants and chemical probes,
anaerobic sediments, 539

Abiotic reduction and functional groups,
551

Accetate and groundwater, 583f
Acetate, 77f, 491f
Acetoclastic methanogenesis, 77f
Acetohydroxamate, 285f
AcHA. See Acetohydroxamate
Aerobic/anaeobic
MNX degradation, 450t
RDX degradation, 445t

Ag+ ions, photo-reductive conversion, 209f
Alkanes, chlorinated, reductive
dechlorination, 418

Alluvial aquifer, 589f
Ammonia, 226f
Amoxicillin, 251f, 253f
sulfate radical oxidation, 255f

AN. See Aniline
Anaerobic organic matter decomposition
anoxic aqueous systems, 67f
potential controls, 67f

Anaerobic sediments
and aquifers, 545
and aquifers, reactivity pattern analysis,
546

chemical probes and abiotic reductants,
539

and chemical reductants, 544
Aniline, 4f
Anoxic aqueous systems
anaerobic organic matter decomposition,
67f

Anthraquinone carboxylic acid, 4f
Anthraquinone disulfonate, 4f, 491f

Anthraquinone-2,6-disulfonate, 122f, 492f,
493f, 494f, 495f, 496f, 497f

Antibiotics, 251f
AQCA. See Anthraquinone carboxylic acid
AQDS. See Anthraquinone disulfonate;
Anthraquinone-2,6-disulfonate

Aquatic and soil environments, organic
ligands, 286

Aquatic contaminants and iron(II) species,
redox activity, 283

Aquatic media, zerovalent metals reactivity,
381

Aquatic pollutants, redox conversion and
TiO2 photocatalysis, 200

Aquatic redox chemistry
transport role, 559
simulations, 564, 567

Aqueous Fe2+, 326f, 327f
and Fe oxides, 328f
magnetite stoichiometry, 330f

Aqueous phase pathways and electron
transfer, 543

Aqueous redox potential calculation, 17
Aqueous systems
hexahydro-1-nitroso-3,5-dinitro-1,3,5-
triazine, 450t

RDX degradation, 445t
Aquifer/confining-layer interfaces
groundwater flow paths and redox
processes, 587

Aquifers and anaerobic sediments, 545
Arsenic, 465f
contaminated site, 468
coupled redox transformations, 463
human exposure, 471
mobility and redox conditions, 465
mobilization, 463
remediation, 471
sequestration, 463
factors, 467
remediation and treatment, 468

speciation, 468
treatment, 471
and water resources management, 471

Arsenic reduction, organic substrates, 467
As and Fe concentrations, sediment core,
469f

Atmospheric reactions and halogen atoms,
27

AzB. See Azobenzene
Azobenzene, 4f
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B

Biogeochemical and hydrologic processes,
coupling, 470

Biogeochemical redox couple,
Fe(III)/Fe(II), 443f

Biological redox processes, 485
Bioreduction, Fe(III) oxide, 122f
Biotic pathways, electron transfer, 544
Bisphenol A, phenolic compound
conversion, 211f

Black River samples, natural organic
matter, 98t, 100f

Br1, 20f, 23f
Br2, 24f
Br3, 22f
Branching point, 429
Bromide ions, 226
Bromine species
and chlorine, 231f
formation, 226f

C

CACs. See Chlorinated aliphatic
hydrocarbons

Capacity quantification, electron shuttling,
118

Carbonate aquifer, Florida, 588f
Carbon tetrachloride, 395f
abiotic and microbial reductive
dechlorination, 527

heat treatment, 526
iron and sulfate reducing conditions, 519
rate controlling processes, 519
reductive dechlorination, abiotic, and
mineral formation, 530

reductive transformation, mineral and
microbial systems, 524t

transformation process, 521f, 528f, 532t
Catecholate ligand tiron, 290f
CDE equation, 572
CH4
concentrations, 73f, 76f, 77f
production, 75f

CHC. See Chlorohydrocarbon
Chemically-contaminated water
remediation
homogeneous photochemical
degradation of piperacillin, 252

kinetic studies, 249, 253
SO4-• reaction
estrogenic steroids, 255
isoborneol, 257

sulfate radical reactions, 247
Chemical probes and abiotic reductants,
anaerobic sediments, 539

Chemical reductants and anaerobic
sediments, 544

Chemical structure theory calculations, 37
Chloramines
breakdown, 236t
formation, 236t

Chloride ions, 226
Chloride ions and photocatalytic
degradation of TCA, 206f

Chlorinated
aliphatic hydrocarbons, 520
aliphatic hydrocarbons, dechlorination,
46

aliphatics hydrogenolysis, one-electron
reduction, 47t

ethanes, 412f, 424
dechlorination, 425f
dichloroelimination intermediate, 424f
oxidative dechlorination, 410f
reductive dechlorination, 410f

hexachloroethane, 412f
methanes, 412f
linear free energy relationships, 413f

pentachloroethane, 412f
tetrachloroethane, 412f
trichloroethane, 412f

Chlorine- and bromine-containing species,
equilibrium constants, 227t

Chlorine based oxidants
bromine speciation, in typical surface
waters, 230

chlorine speciation, in typical surface
waters, 230

haloamine formation equilibria, 237
conversion of kinetic rates, to apparent
equilibrium constants, 239

haloamines formation, 235
halogen, 226
compound speciation in seawater, 233
concentration and speciation, 224
electrochemical potentials, 225
species, 226

water purification and disinfection, 223
Chlorine ions, 226
Chlorine speciation and bromine, 231f
Chlorine species
formation, 226f
LogC plot, 232f

Chlorohydrocarbon, 407
contamination of soils and groundwater,
408

dechlorination mechanisms, 409
degradation, 407
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reductive dechlorination
natural and engineered systems, 410
thermodynamic considerations, 411

4-Chloronitrobenzene, 4f, 285f, 290f
4-Chlorophenol, phenolic compound
conversion, 211f

Chronopotentiograms, organic
polyelectrolyte effects, 393f

cis-DCE, product isotope ratio, 429f
C isotope, dechlorination, 426
CL1, 21f, 23f
CL2, 24f
CL3, 22f
4ClNB. See 4-Chloronitrobenzene
4Cl-NB reduction and Fe(II), 294f
CNAAzB. See 4-Cyano-4′-
aminoazobenzene

Cobalamin, 424f
Cob(I)alamin, 425
Column experiments, 566
Complexation-dissociation
Fe(II), 171
Fe(III), 168

13-Component PARAFAC model, 100f
Compound specific isotope analysis, 454
Confined aquifers
groundwater flow paths and redox
processes, 587

redox processes and groundwater flow
paths, 588f

Contaminant reduction
Fe(II), 304
NOM, 304

Contamination of soils and groundwater,
chlorohydrocarbon, 408

Copper, electrodeposited, stable isotope
composition, 353, 355f

Coupled biotic-abiotic processes
redox transformations, 487
UVI reduction, 489

Coupled redox transformations, arsenic,
463

Coupling, hydrologic and biogeochemical
processes, 470

Coupling half-reactions, 19
CP. See Chronopotentiograms
C1 reduction peaks and EDTA addition,
276t

CSIA. See Compound specific isotope
analysis

CT. See Carbon tetrachloride
Customized probe chemicals and electron
transfer, 549

CV. See Cyclic voltammetry
4-Cyano-4′-aminoazobenzene, 551f
4-Cyanoaniline, 551f

Cyclic voltammetry, 131, 138f, 142f
sulfidic Pavin Lake, 277f

D

Da. See Damköhler numbers
Damköhler numbers, 561, 562f, 570f, 573f
and geochemical considerations, 575

DCE. See Dichloroethenes;
1,2-Dichloroethylene

Dechlorination, 46
C isotope, 427f
chlorinated ethene, 425f
Cl isotope, 427f
CT, 527
PCE, 521f, 527

Dechlorination and E1 datasets, 50f, 52f
Dechlorination mechanisms
chlorohydrocarbons, 410f
stable isotope fractionation, 426

Dechlorination reactions, intermediates,
418t

Deconvolution, 428
Degradation
chlorohydrocarbon, 407
hexahydro-1,3,5-trinitro-1,3,5-triazine,
441

MNX, 451f
RDX, 443

Demethylation, 207f
Denitration
RDX, 448f, 450, 452f
electron-transfer to –NO2, 452
hydrogen-atom abstraction, 450
proton-abstraction from –CH2–, 453

Denitrohydrogenation, 451f
Denitrosohydrogenation, 451f
Desferrioxamine, 285f, 303f
Desferrioxamine-B, 293f
DFOB. See Desferrioxamine;
Desferrioxamine-B

DIC. See Dissolved inorganic carbon
Dichloroethenes, 412f
1,2-Dichloroethylene, 520
4,5-Dihydroxy-1,3-disulfonate, 285f
concentration effect, 290f

Dimethyl sulfoxide, 132f, 138, 142f
DIRB. See Dissimilatory iron-reducing
bacteria

Dissimilatory iron-reducing bacteria, 122f
Dissolved inorganic carbon, 77f, 572f
Dissolved organic carbon, 582
Dissolved organic matter, FTIR spectra, 90f
Dithionite, 366
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DMSO. See Dimethyl sulfoxide
DNX. See Hexahydro-1,3-dinitroso-5-
nitro-1,3,5-triazine

DOC. See Dissolved organic carbon
DO/DI water, 389f
and Fe0 content changes, 390f
and FeH2(D) nanoparticles zeta
potential, 391f

water solutions of NOM, nZVI, 395f
DOM. See Dissolved organic matter
Duck Pond microcosms, 528f, 529f
Dye-sensitized process and TiO2, 206f

E

E.coli inactivation and TiO2 photocatalysis,
213f

E1 datasets
and dechlorination, 50f, 52f
nitro reduction, 57f

EDTA. See Ethylenediaminetetraacetate
EE2. See Ethynylestradiol
EEMs. See Excitation emission matrixes
Eh-pH diagram, 5f
iron and juglone, stability fields, 7f

EH0 values, Fe(II) species, 285f
EH0 vs. EH, 289
Electric double layer and electrode, 347f
Electrochemical potentials, of HOCl/Cl-
couple, 234f

Electrochemistry of NOM, 130
aqueous media, 140
electrochemical methods, 131
qualitative voltammetry, 133
quantitative voltammetry, 133

nonaqueous media, 139
redox properties, 136t
voltammetry of natural organic matter,
135

voltammograms, 141f
Electron acceptors, sources in groundwater,
583

Electron donors, sources in groundwater,
582

Electron shuttling
capacity quantification, 118
moieties identification, 120
NOM, 113
ubiquitous, 116

Electron transfer, 427
abiotic pathways, 544
and aqueous phase pathways, 543
biotic pathways, 544
and surface-mediated pathways, 541

Electron transfer and customized probe
chemicals, 549

Electron transfer system, 9f
Electron-transfer to –NO2, RDX
denitration, 452

Elliott soil humic acid, 117f
Energetic control and TEAPs, 69
Energy threshold, 69
Environmental implications, 552
Equilibrium constants
chlorine- and bromine-containing
species, 227t

halogen species formation reactions,
230t

Equilibrium reactions and TBC, 565t
Equilibrium speciation, sulfide
nanoparticles, 267f

ESHA. See Elliott soil humic acid
Estradiol, 251f
Estradiol, SO4-• radical reaction, 256f
Estrogenic steroids, 251f, 255
Estrogenic steroids, SO4-• reaction with,
255

Ethane
chlorinated, 412f
polychlorinated, 409
product isotope ratio, 429f

Ethene
chlorinated, 412f
oxidative dechlorination, 410f
reductive dechlorination, 410f, 418

formation, 428
hydrogenolysis, 425f
polychlorinated, 409

Ethylenediaminetetraacetate, 285f
addition and C1 reduction peaks, 276t

Ethynylestradiol, 251f
Ethynylestradiol and sulfate radical
oxidation, 255f

ETS. See Electron transfer system
EXAFS data, 492f
Excitation emission matrixes, 101f

F

Fe2+, aqueous, 326f
Fe atom exchange, 322
Fe atom exchange kinetics, 324f
Fe0 content changes and DO/DI water, 390f
Fe(FZ)3 concentration, during irradiation
of 100 nM total Fe(III), 162f

FeH2(D), dry, 389f
FeH2(D) nanoparticles zeta potential and
DO/DI water, 391f
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Fe(II), 491f, 548f, 550f
Fe(II) and 4Cl-NB reduction, 294f
Fe(II) and H2O2 production at pH 8.1, 160f,
294f

Fe(II) at pH 8.1, 164f
Fe(II) chelation complex structure, 287f
Fe(II) complex reactions, second-order rate
constants, 298f

Fe(II) concentration, 167f, 303f
Fe(II) decay, 165f
Fe(II) formation and LMCT pathway, 171
Fe(II) oxidation
photo-produced species, 170
triplet O2, 170

Fe(II) oxidation rate
ligands, 184f
O2 and H2O2, 184f

Fe(II) speciation, 288, 290f
Fe(III), complexation-dissociation, 168
Fe(III) oxide, bioreduction, 122f
Fe(III) reduction, organic substrates, 467
Fe(III) solid phases, halides oxidation, 24
Fe(III) speciation, 288
Fe(III) SRFA reduction
pH 4, 169t
pH 8.1, 169t

Fe(III)/Fe(II)
biogeochemical redox couple, 443f
microbial bioreduction, 443f
RDX reduction, 443f
Shewanella and abiotic oxidation, 443f

Fe(II,III)-oxides, 465f
Fe(II)-tiron complex, 296f
Fe K-edge XANES spectra, 492f
Fenton-based contaminant oxidation
process, iron redox cycling, 179f

FeOOH, surface speciation, 568f
Fe oxides, and aqueous Fe2+, 328f
Fe oxide-water interface, Fe2+ sorption, 315
Fe oxide-water interface, Fe2+
sorptionFerrous iron and sunlit
natural waters, 153
Fe(II) and H2O2 formation during
irradiation of Fe(III) SRFA, 158

Fe(II) decay mechanism at pH 8.1, 163
Fe(II) formation mechanism at pH 8.1,
161

Fe(II) oxidation measurement by singlet
oxygen, 158

Fe(II) production, 157
Fe(III) SRFA irradiation, 157, 158
ferrous iron formation from irradiation
of Fe(III) SRFA, 168

ferrozine trapping experiments, 157
H2O2 formation mechanism and decay
at pH 8.1, 160

H2O2 production, 158
kinetic modelling, 158
reagents, 156
total Fe(II) formation during irradiation
of Fe(III) SRFA at pH 4, 166

Fe2+ sorption
conceptual model, 327
Fe2+ - Fe3+oxide electron transfer
injected electron, 321
sorbed Fe2+ oxidation, 319

Fe atom exchange, 322, 324f
Fe oxide-water interface, 315
historical perspective, 317
magnetite, 323f

Fe speciation, ligands, 288
Fe2+ uptake and magnetite stoichiometry,
330f

Ferric species and MINEQL+ calculations,
182f

Ferrous and iron oxidation, reactive oxidant
and iron coordination, 177

Ferrous iron and pH effect, 172f
Ferrous species and MINEQL+
calculations, 182f

Ferrozine trapping experiments, 157
FeS, 548f, 568f, 569f, 570f, 571f, 573f
FeS nanoparticle interaction and mercury
electrode surface, 271f

FeSaq problem, 272
voltammetry, 265

FeSH, 568f, 569f, 571f, 573f
Flavin mononucleotide, 301f, 303f
Fluvial aquifer in Kansas, groundwater
flow paths and redox processes, 585f

FMN. See Flavin mononucleotide
FMX, 303f
Formate and groundwater, 583f
FTIR spectra, DOM, 90f
Functional groups and abiotic reduction,
551

G

Gasoline-contaminated unconfined aquifer
in South Carolina, 590f

Geminal haloalkanes, 421
reductive dechlorination, 422f
intermediates, stablization, 423
S- or O-based radical scavengers, 422

Geochemical considerations and Da
numbers, 575

Geochemical species, 531f
Gibbs free energies, 68t
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Gibbs free energies, H2-consuming TEAPs,
68t

Gibbs free energy ΔGr, 77f
Glacial aquifer, Ontario, Canada, 588f
Glacial outwash aquifer in Minnesota, 585f
Goethite, 320f, 496f, 548f
Goethite-Fe3+, 326f, 327f
Groundwater
and accetate, 583f
electron acceptors, sources, 583
electron donors, sources, 582
and formate, 583f
recharge in United States
nitrate concentrations, 584f
nitrogen fertilizers, 584f

redox processes, 581
Groundwater contamination,
chlorohydrocarbon, 408

Groundwater flow paths and redox
processes, 589f
electron, anthropogenic sources, 588
electron, natural sources
aquifer/confining-layer interfaces, 587
confined aquifers, 587
unconfined aquifers, 585

fluvial aquifer in Kansas, 586f
glacial outwash aquifer in Minnesota,
585f

Groundwater mixing and redox processes,
590

H

Halide oxidation, 15, 19, 20
Fe(III) and Mn(III,IV) solid phases, 24
3O2, 1O2, H2O2, O3, 22
X· by O2 and ROS, 19

Halides oxidation to X, O2 and ROS, 19
Halides oxidation to X2, O2 and ROS, 20
Haloamine formation
constants, 240t
kinetic rate, 239

Haloamine formation equilibria, 237
conversion of kinetic rates, to apparent
equilibrium constants, 239

Haloamines formation, 235, 235f
Halogen atoms and atmospheric reactions,
27

Halogen compound speciation, seawater,
233

Halogen concentration, 224
Halogen environmental cycling, 15
Halogen species

bromine speciation, in typical surface
waters, 230

chlorine speciation, in typical surface
waters, 230

equilibrium in seawater, 233f
formation reactions, equilibrium
constants, 230t

halogen compound speciation in
seawater, 233

LogC plot, 232f
HCA. See Hexachloroethane
H2-consuming TEAPs and Gibbs free
energies, 68t

ΔfH°, isodesmic reactions to, 41
Hematite, 320f
Hexachloroethane, chlorinated, 412f
Hexahydro-1,3-dinitroso-5-nitro-1,3,5-
triazine, 444

Hexahydro-1-nitroso-3,5-dinitro-1,3,5-
triazine, 444, 450t
degradation, 451f

Hexahydro-1,3,5-trinitroso-1,3,5-triazine,
444

Hexahydro-1,3,5-trinitro-1,3,5-triazine
degradation, 441, 443
abiotic/biotic conditions, 445t
aerobic/anaerobic conditions, 445t
aqueous systems, 445t
products, 444
redox systems, 443
transformation pathways, 444

denitration, 448f, 452f
electron-transfer to –NO2, 452
electron–transfer processes, 454
hydrogen-atom abstraction, 450
proton-abstraction from –CH2–, 453

molecular tools for in-situ monitoring,
454

redox systems, 441
reduction, Fe(III)/Fe(II), 443f
reductive transformation, 447f

Hg electrode surfaces, sulfide
nanoparticles, 269

H2O2, 164
H2O2, oxidation of halides, 22
H2O2 concentration, irradiation of 3.5 mL
of 5 mg L-1 SRFA, 161f

H2O2 concentration and pH 4, 167f
HOCl/Cl- couple electrochemical
potentials, 241f
seawater, 241f
surface water, 241f

Homogeneous photochemical degradation
and piperacillin, 252, 257

HOX, 24f, 27
HOX species. See Hypohalous species

610

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ix
00

2

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



HQ. See Hydro-quinone
Human exposure, arsenic, 470
Hydrogen-atom abstraction, RDX
denitration, 450

Hydrogenolysis, 421f
chlorinated aliphatics, one-electron
reduction potentials, 47t

ethene, 425f
Hydrologic and biogeochemical processes,
coupling, 470

Hydro-quinone, 91f, 100f
Hydroxyl radical, 163
Hypohalous species, 16

I

Indicators and reductant reactivity, 548
Inlet solutions, 564t
Inorganic contaminant, photocatalytic
conversion, 208

In situ chemical oxidation, 189
Intermediates
dechlorination reactions, 418t
reductive dechlorination reactions, 415

Io1, 21f, 23f
Io2, 24f
Io3, 22f
Iodate formation, 27
Iron, 7f, 465f
Iron and juglone, stability fields
Eh-pH diagram, 7f

Iron and sulfate reducing conditions
carbon tetrachloride, 519
tetrachloroethylene, 519

Iron-bearing clay minerals, 542
Iron coordination and reactive oxidant
Fe(II) oxidation by H2O2, 180
Fe(II) oxidation by O2, 180
ferrous and iron oxidation, 177
ligands, 186
oxygen and hydrogen peroxide, 177
surfaces, 186

Iron(II) species and aquatic contaminants
contaminant reduction, 304
Fe(II)-organic complexes, 292
equilibrium condition prediction
through EH, 300

linear free energy relationships, 297
speciation changing effects, 295

ligand influence
EH0 vs. EH, 289
Fe(II) speciation, 288
Fe(III) speciation, 288

redox activity, 283

Iron porphyrin, 547f
Iron redox chemistry in aerobic systems
biological systems, 190
H2O2-based in situ chemical oxidation,
189

sunlit waters and carbon cycling, 188
Iron redox cycling
Fenton-based contaminant oxidation
process, 179f

and natural sunlit waters, 179f
NOM, 179f

Iron reducing sediments, 548f
ISCO. See In situ chemical oxidation
Isoborneol, 251f, 257
SO4-• radical reaction, 256f
SO4-• reaction, 257
sulfate radical oxidation, 255f

Isodesmic reactions, 41
Isotope fractionation, 407, 426
dechlorination mechanisms, 426
product isotope ratio, 428

J

Juglone, 7f

K

Kansas aquifer, 586, 586f
KIE. See Kinetic isotope effects
Kinetic isotope effects, 426, 430f

L

Lake Pavin, sulfidic water column, 276f
Langmuir, 479f
LFER. See Linear free energy relationships
Ligands
Fe speciation, 288
Fe(II) oxidation rate, 184f
redox properties, 288

Linear free energy, second-order rate
constants, 299f

Linear free energy relationships, 297, 298f,
412
chlorinated methanes, 413f
mechanistic insight, 414
quantitative tool, 414

Linear sweep voltammetry, 131
LMCT pathway and Fe(II) formation, 171
LogC plot

611

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ix
00

2

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



and chlorine species, 232f
halogen species, 232f
HOCl, OCl- and bromine species, 233f

LSV. See Linear sweep voltammetry

M

Magnetite, 320f
Magnetite stoichiometry
and aqueous Fe2+, 330f
and Fe2+ uptake, 330f
reaction with aqueous Fe2+, 330f

Marcus theory and stable isotope theory,
347

MC-ICP-MS and electrochemical
experiments, 351t

MEDINA. SeeMethylenedinitramine
Mercury electrode surface and FeS
nanoparticle interaction, 271f

Metal sulfide nanoparticles, 275
Methanes
chlorinated, 412f
polychlorinated, 409

Methanogenesis, 70
acetoclastic, 77f
thermodynamic control, 65

Methylenedinitramine, 448f
Microbial and abiotic reductive
dechlorination
CT, 527
PCE, 527

Microbial bioreduction, Fe(III)/Fe(II), 443f
Microcosms, 524
Micro-topography, 577f
MINEQL+, 183f
MINEQL+ calculations
ferric species, 182f
ferrous species, 182f

Mineral formation, and abiotic CT
reductive dechlorination, 530

Mn(III,IV) solid phases, halides oxidation,
24

MNX. See Hexahydro-1-nitroso-3,5-
dinitro-1,3,5-triazine

MNX degradation
abiotic/biotic, 450t
aerobic/anaeobic, 450t

Mobilization, arsenic, 463
Model NACs, 547f
Model reactants
product studies, 415
synthesis, 415

Moiety identification, electron shuttling,
120

Molecular hydrogen and terminal electron
transfer, 65

Molecular tools for in-situ monitoring,
RDX, 454

MS-2 phage and TiO2 photocatalysis, 213f
m-Toluic acid, 259f

N

NAC. See Nitroaromatics compounds
NaCl and voltammetric curves, 273f
Nano zerovalent iron, 386
composition, 387
DO/DI water solutions of NOM, 395f
electrochemical reactivity, 392
structure, 387
surface properties, 390

Na2S, surface speciation, 568f
Natural organic matter, 4f, 143f
bioreduction of Fe(III) oxide, 122f
Black River samples, 98t, 100f
chemical characterization, 87
contaminant reduction, 304
and DO/DI water solutions, nZVI, 395f
electrochemistry, 129, 130
electrochemistry and redox properties,
136t

electron shuttling, 113
iron redox cycling, 179f
overview, 86
quinone structures, 91f
redox activity prediction, 95
redox chemistry, 85, 93
redox-active constituents, 89
voltammetry, 135
Walnut Husk extract samples, 98t, 100f,
101f

Natural sunlit waters and iron redox
cycling, 179f

Natural water application and sulfide
nanoparticles, 276

NB. See Nitrobenzene
NDAB. See 4-Nitro-2,4-diazabutanal
Neptunium, 477, 481
Nitrate and United States groundwater
recharge, 584f

Nitroaromatic compounds, 38
Nitrobenzene, 4f
4-Nitro-2,4-diazabutanal, 448f
formation, 448f

Nitrogen fertilizers and United States
groundwater recharge, 584f

Nitro reduction, 52
E1 datasets, 57f
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one-electron reduction potentials, 54t
scatter plot matrix, 57f

Nitroso derivative, 447f
NOM. See Natural organic matter
Non-stoichiometric magnetite, 323f
NOx, oxidation of halides, 19
Nucleophilic addition, 427f
Nucleophilic substitution, 427f
nZVI. See Nano zerovalent iron

O

1O2, oxidation of halides, 21, 22
O3, oxidation of halides, 21, 22
3O2, oxidation of halides, 22
O2 and ROS
oxidation of halides to X2, 20
oxidation of halides to X·, 19

One-electron reduction potential
caveats, 58
chemical structure theory calculations,
37

dechlorination, 46
environmentally relevant standard states,
44

ethanes, 412f
ethenes, 412f
future prospects, 58
isodesmic reactions to estimate ΔfH°, 41
methanes, 412f
nitro reduction, 52
organic redox reactions, 57
S° and ΔfG°, 42
solvation energies, 43

One-electron reduction potentials
hydrogenolysis of chlorinated aliphatics,
47t

nitro reduction, 54t
One-electron tranfer reactions
X- with 1O2 and O3 to form X·, 22f
X- with oxidized metal species to form
X, 25f

X- with oxygen species to form X2, 20f
One electron transfer, 19, 21
One-electron transfer reactions, X- with
oxygen species, 20f

Operational taxonomic units, 494f
Organic coating model and ZVM, 384f
Organic contaminants
photocatalytic degradation, 210
TiO2 photocatalysis, 210

Organic ligand
donor functional groups, 287f
soil and aquatic environments, 286

Organic polyelectrolytes effects,
chronopotentiograms, 393f

Organic redox reactions, 57
Organic substrates
arsenic reduction, 467
Fe(III) reduction, 467

Organic surface coatings
zerovalent metal reactivity, 381
ZVM in aquatic media, 381

Organically complexed Fe(II) species with
aquatic contaminants, 283

OTU. See Operational taxonomic units
Oxidation of halides
Fe(III) and Mn(III,IV) solid phases, 24
HOX by Fe(III) and Mn(III,IV) solid
phases, 27

3O2, 1O2, H2O2, O3, 19
O3,1O2, NOx, 21
X2 by O2 and ROS, 20
X· by O2 and ROS, 19

Oxidation-reduction reactions. See Redox
reactions

Oxidative dechlorination, chlorinated
ethenes, 410f

Oxygen and hydrogen peroxide, 177

P

PARAFAC. See Parallel factor analysis
model

Parallel factor analysis model, 100f
Particle reduction potentials, sulfide
nanoparticles, 275t

PCA. See Pentachloroethane
P-CBA. See p-Chlorobenzoic acid
PCE. See Tetrachloroethene;
Tetrachloroethylene

p-Chlorobenzoic acid and TiO2
photocatalytic degradation, 213f

pCNA, 550f
pCNB, 550f
reduction, 550f

pCNH, 550f
PDE. See Powder disk electrodes
Penicillin-G, 251f
Pentachloroethane, chlorinated, 412f
Phase II microcosms, 531f, 532t
PH effect and Fe(II) production, 172f
Phenolic compound conversion
bisphenol A, 211f
4-chlorophenol, 211f

Phosphate buffer, 259f
Phosphates, 465f
Photocatalytic activities, TiO2, 214t

613

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

M
IC

H
IG

A
N

 o
n 

Se
pt

em
be

r 
24

, 2
01

1 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e 

(W
eb

):
 S

ep
te

m
be

r 
2,

 2
01

1 
| d

oi
: 1

0.
10

21
/b

k-
20

11
-1

07
1.

ix
00

2

In Aquatic Redox Chemistry; Tratnyek, P., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 2011. 



Photocatalytic conversion
inorganic contaminants, 208
organic contaminants, 205

Photocatalytic degradation
(CH3)4N+, 206f
organic contaminants, 210
TCA on TiO2, 206f
TMA, 207f

Photocatalytic mechanism, As(III)
oxidation on TiO2, 209f

Photocatalytic oxidation of NH3, 209f
Photochemical degradation and
piperacillin, 252, 258f

Photogenerated OH radical vs. the degree
of E.coli inactivation, 213f

Photo-induced redox reactions and TiO2
photocatalysis, 203f

Photo-produced organic radicals, 165
Photo-produced species, and Fe(II)
oxidation, 170

Photo-reductive conversion, Ag+ ions,
209f

Pierre Shale, northeastern Colorado, 589f
Piperacillin, 251f
homogeneous photochemical
degradation, 252, 257

photochemical degradation, 257, 258f
second order rate constant, 259f

Plutonium, 477, 481
Polychlorinated
ethanes, 409
ethenes, 409
methanes, 409

Polyhalogenated alkanes, 299f
Powder disk electrodes, 393f
Probe molecules, 407
Process science, 545
Product isotope ratio
cis-DCE, 429f
ethane, 429f
isotope fractionation, 428

Product studies, model reactants, 415
Progesterone
SO4-• radical reaction, 256f
structure, 251f

δ-Proteobacteria, 493f
ε-Proteobacteria, 493f
Proton-abstraction from –CH2–, 453
Pseudo-first-order rate constants, 296f

Q

QSAR. See Quantitative structure-activity
relationships

Quantitative structure-activity
relationships, 412

Quantitative tool, linear free energy
relationships, 414

Quinone
aprotic solvent, 132f
redox reaction, 91f

R

Rate controlling processes
carbon tetrachloride, iron and sulfate
reducing conditions, 519

tetrachloroethylene, iron and sulfate
reducing conditions, 519

RDE rotation rate, 353f
RDP Classifier, 493f
RDX. See Hexahydro-1,3,5-trinitro-1,3,5-
triazine

Reactants, model, product studies, 415
Reactive intermediates
analysis, 417
reductive dechlorination reactions, 415

Reactive oxidant and iron coordination,
ferrous and iron oxidation, 177

Reactive oxygen species, 16, 19, 154
and SRFA irradiation, 155t
TiO2 photocatalysis, 203f
UV-visible absorption spectra, 205f

Reactivity pattern analysis, anaerobic
sediments and aquifers, 546

Reagents, 156
Redox-active constituents and NOM, 89
Redox activity
iron(II) species and aquatic
contaminants, 283

prediction, NOM, 95
Redox chemistry, and natural organic
matter, 85, 93

Redox chemistry, aquatic, 1, 559
concepts, 2, 6
convergence, 8
definitions, 1
diverse perspectives, 7
perspectives, 7
scope, 1
signs of convergence, 8

Redox conversion of aquatic pollutants,
TiO2 photocatalysis, 200

Redox cycling
in rice fields, 471
structural Fe, 362f

Redox-driven conveyor belt mechanism,
327f
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Redox driven stable isotope fractionation,
345

Redox ladder, 4f, 143f
Redox process
gasoline-contaminated unconfined
aquifer in South Carolina, 590f

groundwater, 581
and groundwater mixing, 590
neptunium, 477
plutonium, 477
regional aquifers of the United States,
591, 593f

technetium, 477
uranium, 477

Redox processes and groundwater flow
paths
carbonate aquifer, Florida, 588f
confined aquifers, 588f
electron, natural sources
aquifer/confining-layer interfaces, 587
unconfined aquifers, 585

glacial aquifer, Ontario, Canada, 588f
sandstone aquifer, Kalahari Desert,
Namibia, 588f

Redox properties
ligands, 288
structural Fe and smectite clay minerals,
361

Redox reactions, 1
concepts, 2, 6
definitions, 2
scope, 2

Redox systems
and RDX, 441
and RDX degradation, 443

Reducing index, 98t
Reductant reactivity and indicators, 548
Reductive dechlorination
CHCs
natural and engineered systems, 410
thermodynamic considerations, 411

chlorinated
alkanes, 418
ethenes, 418

chlorinated ethenes, 410f
geminal haloalkanes, 421f
reactive intermediates, 415
thermodynamics, 409
vicinal haloalkanes, 421f

Reductive dissolution, arsenic
mobilization, 466

Reductive transformation
CT, mineral and microbial systems, 524t
PCE, mineral and microbial systems,
524t

RDX, 447f

Regional aquifers of the United States,
redox process, 591, 593f

Remediation
arsenic, 471
and treatment, arsenic sequestration, 468

RI. See Reducing index
Rice fields, redox cycling, 471
ROS. See Reactive oxygen species

S

Sandstone aquifer, Kalahari Desert,
Namibia
redox processes and groundwater flow
paths, 588f

Scatter plot matrix, 57f
SCRF theory. See Self-consistent reaction
field theory

S° and ΔfG°, 42
Seawater
halogen species equilibrium, 233f
speciation of halogen compounds, 233

Sediment core and As and Fe
concentrations, 469f

Self-consistent reaction field theory, 43
Semiconductors, energy-level diagram,
bandgaps and CB/VB edge positions,
203f

Sequential 2e-trasfer process, 447f
Sequential hydrogenolysis, 428
Sequestration, arsenic, 463
SET. See Single-electron transfers
Shewanella and abiotic oxidation,
Fe(III)/Fe(II), 443f

Shuttle-mediated electron transfer, 115f
Single-electron transfers, 38
Singlet oxygen, 165
Singlet oxygen and Fe(II) oxidation, 158
SIP. See Stable isotope probing
Smectite clay minerals
octahedral sheet compositions, 364f
and structural Fe, redox properties, 361

SMIR. See superoxide-mediated iron
reduction

SMX, 552f
Sodium bicarbonate, 395f
Sodium persulfate, 259f
Soil and aquatic environments, organic
ligands, 286

Soil microcosms, 552f
Soil contamination, chlorohydrocarbon,
408

Solid phase micro-extraction, 453
Soluble Fe(II) production, 117f
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Solvation energies, 43
SO4-• radical decay, 253f
SO4-• radical reaction
estradiol, 256f
ethynylestradiol, 256f
isoborneol, 256f
progesterone, 256f

SO4-• reaction
estrogenic steroids, 255
isoborneol, 257

Spatial variability, arsenic speciation, 468
Speciation of halogen compounds
seawater, 233

SPME. See Solid phase micro-extraction
Square wave voltammetry, 132f, 142f
SRFA. See Suwannee River fulvic acid
16S rRNA gene, 494f
Stable isotope composition, 349f
electrodeposited copper, 353f, 355f

Stable isotope fractionation, 426
branching point, 429
electrochemical variables effect, 354
intermediates, 429
Marcus theory, 347
mass transport effect, 354
methods
electrodeposition experiments, 350
isotope analysis, 352

redox driven, 345
temperature effect, 353

Stable isotope probing, 454
Stable isotope theory and Marcus theory,
347

Structural Fe and smectite clay minerals
mineralogical observations
electron transfer kinetics, 370
electron transfer thermodynamics, 371

oxidation, 180
redox cycling, 362f
redox properties, 361
reduction
chemical reduction using dithionite,
366

mechanism, 368
microbial reduction, 367

spectroscopic approaches, 363
Sulfate, 491f
Sulfate radical oxidation
amoxicillin, 255f
EE2, 255f
isoborneol, 255f

Sulfate radical reaction
chemically-contaminated water
remediation, 247

rate constants, 254t
Sulfate reducing sediments, 548f

Sulfate reduction, 532t
Sulfer, 465f
Sulfide nanoparticles
behavior at Hg electrode surfaces, 269
behavior at Hg0 electrode surfaces, 269,
270

equilibrium speciation, 267f
FeSaq problem, 272
metal sulfide nanoparticles, 275
natural water application, 276
nature
field evidence, 268
thermodynamics, 267

particle reduction potentials, 275t
reduction potentials, 275t
voltammetry, 265

Sulfidic Pavin Lake, cyclic voltammetry,
277f

Sulfidic water column of Lake Pavin, 276
Sulphide, 574f
Sulphide oxidation and ferric (hydr)oxides,
561

Sunlit natural waters and ferrous iron, 153
Sunlit waters and carbon cycling, iron
redox chemistry, 188

Superoxide, 164
Superoxide-mediated iron reduction, 154
Surface-mediated pathways and electron
transfer, 541

Surface speciation
FeOOH, 568f
FeS-, 568f
FeSH, 568f
Na2S, 568f

Surface species, 568
Suwannee River fulvic acid, 154, 159f
and ROS, 155t

SWV. See Square wave voltammetry
Synergistic reductive conversion, Cr(VI)
on TiO2, 209f

Syntrophic propionate fermentation, 77f

T

TBC and equilibrium reactions, 565t
TCA. See Trichloroethane
TCE. See Trichloroethene;
Trichloroethylene

TEAP. See Terminal electron accepting
processes

TeCA. See Tetrachloroethane
Technetium, 477, 478
Terminal electron accepting processes, 4f,
65, 552f
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H2-consuming, 68t
Terminal electron transfer processes
CH4 concentrations, 73f, 76f
CH4 production, 75f
column setup and sampling, 71
concentration dynamics, 73
energetic control, 69
energy threshold, 69, 70
energy transport, 70
methanogenesis, 70
modeling, 71
and molecular hydrogen, 65
parameter sensitivity, 75
production rates, 75
in situ energy concept, 68
thermodynamic control, 65

tert-Butanol, 259f
Tetrachloroethane, chlorinated, 412f
Tetrachloroethene, 412f
Tetrachloroethylene
dechlorination, 521f
abiotic reductive, 527
microbial reductive, 527

iron and sulfate reducing conditions, 519
rate controlling processes, 519
reductive transformation
mineral and microbial systems, 524t

transformation process, 521f, 528f, 529f
Thamdrup, 479f
Thermal Fenton reaction, 185
Thermodynamic control
methanogenesis, 65
terminal electron transfer, 65

Thermodynamic redox calculations
aqueous redox potential, 17
atmospheric reactions and halogen
atoms, 27

coupling half reactions, 17
iodate formation, 27
one and two electron transfer, 15
oxidation of halides
HOX by Fe(III) and Mn(III,IV) solid
phases, 27

3O2, 1O2, H2O2, O3 to form X2 or
HOX, 22

O3, 1O2, NOx, 21
X· and X2 by Fe(III) and Mn(III,IV)
solid phases, 24

oxidation of halides to X·
O2, 19
ROS, 19

Thermodynamics, reductive
dechlorination, 409

TiO2
and dye-sensitized process, 206f

photocatalytic activities, 214t
photocatalytic mechanism of As(III)
oxidation, 209f

photocatalytic oxidation of NH3, 209f
synergistic reductive conversion of
Cr(VI), 209f

TiO2 photocatalysis, 201f
activity nature, 213
annual number of papers published, 201f
aquatic pollutants, redox conversion,
200

E.coli inactivation, 213f
inherent toxicity, 211
inorganic contaminants, 208
MS-2 phage, 213f
nature, 213
organic contaminants, 205, 210
photo-induced redox reactions, 204
principle, 201
redox characteristics, 201
ROS, 203f
TCA degradation, 206f

TiO2 photocatalytic degradation
p-CBA, 213f
TCA, 206f

Tircarcillin, 251f
Tiron. See 4,5-Dihydroxy-1,3-disulfonate
TMA, photocatalytic degradation, 207f
TNT. See 2,4,6-Trinitrotoluene
TNX. See Hexahydro-1,3,5-trinitroso-
1,3,5-triazine

Transformation pathways, RDX
degradation, 444

Transformation process
CT, 521f
PCE, 521f

Transport role, aquatic redox chemistry,
560, 576

Treatment, arsenic, 471
Trichloroethane
photocatalytic degradation, 206f
TiO2 photocatalytic degradation, 206f

Trichloroethane, chlorinated, 412f
Trichloroethylene, 520
2,4,6-Trinitrotoluene, 4f, 441
Triplet O2, and Fe(II) oxidation, 170
Two-electron tranfer reactions
X- with oxidized metal species to form
HOX, 28f

X- with oxidized metal species to form
X2, 26f

X- with oxygen species to form HOX,
24f

X- with oxygen species to form X2, 23f
Two-electron transfer, 21
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U

UIV, 495f, 496f, 497f
U LIII-edge XANES data, 496f, 497f
Unconfined aquifers, 585
United States
and groundwater recharge, 584f
regional aquifers, redox processes, 591,
593f

Uraninite, 496f
Uranium, 477, 480
UV-visible absorption spectra, ROS, 205f

V

VC. See Vinyl chloride
Velocity in pore volumes, 563t
Vicinal dichloroelimination, 428
Vicinal haloalkanes, 420
reductive dechlorination, 421f

Vinyl chloride, 412f, 520
Vitamin B12. See Cob(I)alamin
Vivianite, 465f
Voltammetric curves, NaCl, 273f
Voltammetry
FeSaq problem, 265
sulfide nanoparticles, 265

Voltammograms and NOM, 141f
V4 tag sequence analysis, 493f, 494f

W

Walnut Husk extract samples, 98t, 100f,
101f

Water disinfection, chlorine based oxidants,
223

Water purification, chlorine based oxidants,
223

Water resources management, arsenic, 471

X

XANES spectra, 469f

Z

Zerovalent iron, 425
Zerovalent metal
reactivity
aquatic media, 156
background, 39
contaminant reactivity, 387
nZVI composition, 387
nZVI electrochemical reactivity, 392
nZVI reactivity, 386
nZVI structure, 387
nZVI surface properties, 390
organic surface coatings, 381
reagents, 156

and organic coating model, 384f
ZVI. See Zerovalent iron
ZVM. See Zerovalent metal
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